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Observations: supernovae as dynamical drivers

Ackermann et al. 2013

individual supernova (1 pc)

explosion of star with M > 8M�
after a life time of 4− 30Myr.

dynamical drivers (1051 erg)

production sites of CRs (1050 erg)
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Observations: starburst galaxy M82 (Hubble)

starburst galaxy (50, 000 pc)

strong outflows with η = Ṁoutflow/Ṁ∗ of a few
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ISM details on different scales

SILCC: SImulating the
LifeCycle of molecular
Clouds
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Setup for ISM simulations

stratified box (deAvillez+2004, 2005,

Kim & Ostriker+ 2013, 2014, 2015,

Hennebelle & Iffrig 2015)

external potential (ρ∗)

Magnetohydrodynamics

atomic, mol., metal cooling
(follow H+, H, H2, C+, CO)
(Glover et al. 2012, Walch et al. 2015)

shielding effects (high optical
depth)

feedback from stars (SNe)

cosmic rays (second part)

MW conditions: 10 M�
pc2
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Figure 1. Schematic diagram showing how the tree is constructed and used
for the gravitational force calculation. A three-dimensional (3D) oct-tree
splits each parent node into eight daughter nodes, but in this 2D representa-
tion, we show only four of these nodes. The black lines show the boundaries
of the tree nodes that would be constructed for the given ensemble of par-
ticles, shown as blue dots. The regions shaded in red denote the nodes that
would be used to calculate the gravitational force as seen by the large blue
and orange particle at the bottom of the diagram. Note that in the case where
the nodes being used contain only one particle (a ‘leaf’ node), the position
of the particle itself is used to calculate the gravitational force arising from
that node.

angle is smaller than θ tol, the properties of the daughter nodes (mass,
position and centre of mass) are used to calculate their contribution
to the force. As such, any substructure within the daughter nodes is
ignored, and the mass inside in the nodes is assumed to be uniformly
distributed within their boundaries. If one or more of these nodes
subtend an angle larger than θ tol, the nodes are opened and the
process is repeated on their daughter nodes, and so on, until nodes
are found that appear smaller than θ tol. To increase the accuracy of
the force calculation, the nodes often store multipole moments that
account for the fact that the node is not a point mass, but rather a
distributed object that subtends some finite angle (e.g. see Binney
& Tremaine 1987). These moments are calculated during the tree
construction, for all levels of the node hierarchy except the leaves,
since these are either well approximated as point masses – as is the
case for a stellar N-body calculation – or are SPH particles, which
have their own prescription for how they are distributed in space
(Bate, Bonnell & Price 1995).

The above method is sketched in Fig. 1, which shows the tree
structure in black, and the nodes, marked in red, that would be used
to evaluate the gravitational force on the large blue particle with
the orange highlight. In the cases in which the nodes are leaves
(containing only a single particle), the position of the particle itself
is used. As the total number of force calculations can be substan-
tially decreased in comparison to the number required when using
direct summation, tree-based gravity solvers offer a considerable
speed-up at the cost of a small diminution in accuracy. Barnes &
Hut (1989) showed that for a distribution of N self-gravitating parti-
cles, the computational cost of a tree-based solver scales as NlogN,
compared to the N2 scaling associated with direct summation. They
also showed that the multipole moments allowed quite large open-
ing angles, with θ tol values as large as 0.5 rad resulting in errors of
less than a per cent.

Figure 2. Schematic diagram illustrating the TreeCol concept. During the
tree walk to obtain the gravitational forces, the projected column densities
of the tree nodes (the boxes shown on the right-hand side) are mapped
on to a spherical grid surrounding the particle for which the forces are
being computed (the ‘target’ particle, shown on the left-hand side). The
tree already stores all of the information necessary to compute the column
density of each node, the position of the node in the plane of the sky of
the target particle and the angular extent of the node. This information is
used to compute the column density map at the same time when the tree
is being walked to calculate the gravitational forces. Provided that the tree
is already employed for the gravity calculation, the information required to
create the 4π sr map of the column densities can be obtained for minimal
computational cost.

2.2 Basic idea behind TreeCol

The TreeCol method makes use of the fact that each node in the tree
stores the necessary properties for constructing a column density
map. The mass and size of the node can be used to calculate the
column density of the node, and its position and apparent angular
size allow us to determine the region on the sky that is covered by the
node. Note also that column density, just like the total gravitational
force, is a simple sum over the contributing material, meaning that it
is independent of the order in which the contributions are gathered.
Just as the tree allows us to construct a force for each particle, we
can also sum up the column density contributions of the nodes to
create a 4π sr map of the column density during the tree walk.

A schematic diagram of how this works is shown in Fig. 2. The
target particle – the one currently walking the tree, and for which
the map is being created – is shown as the large dark blue particle
on the left. Around it we show the spherical grid on to which the
column densities are to be mapped. We see that the tree nodes,
shown on the right, subtend some angle θ (which is less than some
adopted θ tol), and cover different pixels on the spherical grid. During
the tree walk, the TreeCol method simply maps the projection of
the nodes on to the pixels for the particle being walked.

2.3 A simple implementation of TreeCol

The details of exactly how the nodes are mapped on to the grid
depend on how accurate one needs the column density information
to be. However, it should be noted that the tree structure is only
an approximate representation of the underlying gas structure: it
distributes the mass in a somewhat larger volume than is actually
the case, and as a result, sharp edges tend to be displaced to the
boundary of node. As such, column densities from the tree will al-
ways be approximate, and so a highly accurate mapping of the node
column density projections is computationally wasteful. In what
follows, we will describe a simple implementation of TreeCol that
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SNe in density peaks (Walch+2015, Girichidis+2016a)
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SNe at random positions (Walch+2015, Girichidis+2016a)
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Structure of the ISM and the disk

−0.3

−0.2

−0.1

0.0

0.1

0.2

0.3

z
(k

pc
)

Time: 50 Myr
peak SNe

total column
random SNe

−0.2 0.0 0.2

x (kpc)

−0.2

−0.1

0.0

0.1

0.2

y
(k

pc
)

−0.2 0.0 0.2

x (kpc)

−5

−4

−3

−2

−1

lo
g

de
ns

it
y

(g
cm
−

3
)

−5

−4

−3

−2

−1

lo
g

de
ns

it
y

(g
cm
−

3
)

peak SNe: only warm gas, no
outflows

random SNe: hot gas channels,
outflows

SILCC: Dynamics of the SN-driven ISM 3449

Figure 16. Time evolution of the outflow properties at 0.5 kpc (left) and 1 kpc (right). The upper plots show the outflow (lines) and inflow rates (dots) which
are generally lower. A coherent outflow is only launched with random or clustered driving and only after t ∼ 10–30 Myr (0.5 kpc) or t ∼ 30–50 Myr (1.0 kpc),
respectively. Comparing the SFR (see Section 2.4) to the outflow rate yields mass loading factors of up to 10 at the end of the simulations. The panel below
depicts the composition of the outflow. We note that the outflow does not contain any H2 but mainly consists of atomic hydrogen. For clustered driving at z =
0.5 kpc, the fraction of H is lower in favour of H+. The third row shoes the outflow density, which is remarkably similar for all runs in atomic hydrogen. The
outflow velocity in the bottom panels is a factor of a few lower for atomic hydrogen compared to ionized hydrogen.

MNRAS 456, 3432–3455 (2016)
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Figure 16. Time evolution of the outflow properties at 0.5 kpc (left) and 1 kpc (right). The upper plots show the outflow (lines) and inflow rates (dots) which
are generally lower. A coherent outflow is only launched with random or clustered driving and only after t ∼ 10–30 Myr (0.5 kpc) or t ∼ 30–50 Myr (1.0 kpc),
respectively. Comparing the SFR (see Section 2.4) to the outflow rate yields mass loading factors of up to 10 at the end of the simulations. The panel below
depicts the composition of the outflow. We note that the outflow does not contain any H2 but mainly consists of atomic hydrogen. For clustered driving at z =
0.5 kpc, the fraction of H is lower in favour of H+. The third row shoes the outflow density, which is remarkably similar for all runs in atomic hydrogen. The
outflow velocity in the bottom panels is a factor of a few lower for atomic hydrogen compared to ionized hydrogen.

MNRAS 456, 3432–3455 (2016)

 at M
PI Study of Societies on June 28, 2016

http://m
nras.oxfordjournals.org/

D
ow

nloaded from
 

low-density SNe locally reach
mass loading factors of 10
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CRs in the ISM

CRs: similar energy densities as
turbulence and magn. fields (Ferriere 2001)

inefficient cooling (comp. to gas)

different transport properties

couple to gas via magnetic fields

Galactic CRs generated in SN remnants
(DSA, Axford et al. 1977; Krymskii 1977; Bell

1978; Blandford & Ostriker1978; Malkov & OC

Drury 2001, Ackermann et al. 2013)

efficiency: 10% of thermal SN energy

advection-diffusion approximation
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Combined MHD-CR equations

based on MHD-Solver HLLR3 (Bouchut et al. 2007, 2010, Waagan et al. 2009, 2011)

∂ρ

∂t
+∇ · (ρv) = 0

∂ρv

∂t
+∇ ·

(
ρvv − BB

4π

)
+∇ptot = ρg

∂etot

∂t
+∇ ·

[
(etot + ptot)v −

B(B · v)
4π

]
= ρv · g +∇ · (K · ∇ecr)

∂B

∂t
−∇× (v ×B) = 0

∂ecr

∂t
+∇ · (ecrv) = −pcr∇ · v+∇ · (K · ∇ecr)

+Qcr

similar to Hanasz & Lesch 2003, Pfrommer et al. 2017
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Time evolution without CRs (Girichidis+, subm.)
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Time evolution including CRs (Girichidis+, subm.)
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Scale height of the disk

CRs quickly diffuse throughout
the disk

CRs do not cool as fast as gas

can build up a long-lived,
large-scale pressure gradient
along z-direction

∇Pcr counteracts gravity

gas is lifted to heights of several
100 pc

CRs allow for gradual lift, not
like a hot SN shock

10−27

10−26

10−25

10−24

10−23

10−22

10 100 1000

ρ
(g

cm
−

3
)

z (pc)

t = 250 Myr only therm.
only CRs
both
MW (DL90)

gas can reach 50 kpc height
(Hanasz et al 2013, Booth et al. 2013,

Salem & Bryan 2014, Pakmor et al.

2016)
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Force balance and losses

10 Philipp Girichidis et al.
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Figure 8. Vertical profiles of the acceleration due to thermal and CR pressure. The upper and middle panels show CR and thermal contribution. The bottom
panel combines both pressures as well as the negative gravitational acceleration to better compare it to the outflow generating force. Negative numbers indicate
an acceleration pointing away from the midplane. Thermal and CR profiles show overall opposing vertical trends and partially cancel (note smaller range in
ordinate in bottom panels). The net acceleration in the thermal runs shows stronger variations both along the vertical axes as well as in time. The CR profiles
are smoother and more steady. After 100 Myr the acceleration in the CR runs almost reaches the strength of the gravitational attraction, after 150 Myr the
pressures in simulation CR-smlK are about 1.5 as strong as the gravitational attraction.

of the gas oriented away from the disk, the temperature as well as
the total gas density. From left to right the panels show t = 50 Myr,
t = 100 Myr, and t = 150 Myr, respectively. At t = 50 Myr the
outflowing gas has barely reached heights of 1.5 kpc (indicated
by the gray vertical line), so the halo region above that height is
still dominated by the pristine environment. The velocity profiles
reveal that the thermally driven vertical motions are faster than
the CR supported outflows at 50 and 100 Myr by a factor of a
few. There is little di�erence between the CR runs. However, after
t = 150 Myr the velocities for noCR are negative indicating the
fountain flow behaviour, in which the gas falls back towards the
disk. In simulation CR-medK the velocities also decrease over time
to give an almost static gas distribution at the end. Only in the
run with a small CR di�usion coe�cient the gas is still moving
outwards at speeds of 30 km s�1. The run with SNe in density peaks
launches the slowest fountain flows that also stalls at the end of the
simulations with almost indistinguishable velocity profiles from CR-

medK. The temperature and density profiles are inversely correlated.

This behaviour is strongest in simulation CR-smlK-peakSN, where
the disk and lower halo are cold (T < 104 K) and dense throughout
the runtime. The advancing outflow manifests in a moving transition
of the cold front over time. For noCR at 50 Myr the densities are an
order of magnitude lower compared to the lower halos in CR-smlK,
CR-medK and CR-medK-loc⇣CR. The temperature is a factor of a
few hotter. At t = 100 Myr the region above 1 kpc remains hot in
the thermal run whereas the temperatures decrease to a few 105 K
for CR-medK and few 104 K for CR-smlK. This strong temperature
di�erences at large altitudes even slightly increase at t = 150 Myr
with almost two orders of magnitude hotter gas in the thermal run.
The very high temperatures in simulation CR-smlK for |z | . 500 pc
at 150 Myr is a temporal feature of very low densities in the lower
halo, which is nicely illustrated in the time evolution plot (Fig. 1).
The comparably fast changes in the density and velocity profiles of
the thermal run suggest that CRs enlarge the time scales for fountain
flows.
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Figure 8. Vertical profiles of the acceleration due to thermal and CR pressure. The upper and middle panels show CR and thermal contribution. The bottom
panel combines both pressures as well as the negative gravitational acceleration to better compare it to the outflow generating force. Negative numbers indicate
an acceleration pointing away from the midplane. Thermal and CR profiles show overall opposing vertical trends and partially cancel (note smaller range in
ordinate in bottom panels). The net acceleration in the thermal runs shows stronger variations both along the vertical axes as well as in time. The CR profiles
are smoother and more steady. After 100 Myr the acceleration in the CR runs almost reaches the strength of the gravitational attraction, after 150 Myr the
pressures in simulation CR-smlK are about 1.5 as strong as the gravitational attraction.

of the gas oriented away from the disk, the temperature as well as
the total gas density. From left to right the panels show t = 50 Myr,
t = 100 Myr, and t = 150 Myr, respectively. At t = 50 Myr the
outflowing gas has barely reached heights of 1.5 kpc (indicated
by the gray vertical line), so the halo region above that height is
still dominated by the pristine environment. The velocity profiles
reveal that the thermally driven vertical motions are faster than
the CR supported outflows at 50 and 100 Myr by a factor of a
few. There is little di�erence between the CR runs. However, after
t = 150 Myr the velocities for noCR are negative indicating the
fountain flow behaviour, in which the gas falls back towards the
disk. In simulation CR-medK the velocities also decrease over time
to give an almost static gas distribution at the end. Only in the
run with a small CR di�usion coe�cient the gas is still moving
outwards at speeds of 30 km s�1. The run with SNe in density peaks
launches the slowest fountain flows that also stalls at the end of the
simulations with almost indistinguishable velocity profiles from CR-

medK. The temperature and density profiles are inversely correlated.

This behaviour is strongest in simulation CR-smlK-peakSN, where
the disk and lower halo are cold (T < 104 K) and dense throughout
the runtime. The advancing outflow manifests in a moving transition
of the cold front over time. For noCR at 50 Myr the densities are an
order of magnitude lower compared to the lower halos in CR-smlK,
CR-medK and CR-medK-loc⇣CR. The temperature is a factor of a
few hotter. At t = 100 Myr the region above 1 kpc remains hot in
the thermal run whereas the temperatures decrease to a few 105 K
for CR-medK and few 104 K for CR-smlK. This strong temperature
di�erences at large altitudes even slightly increase at t = 150 Myr
with almost two orders of magnitude hotter gas in the thermal run.
The very high temperatures in simulation CR-smlK for |z | . 500 pc
at 150 Myr is a temporal feature of very low densities in the lower
halo, which is nicely illustrated in the time evolution plot (Fig. 1).
The comparably fast changes in the density and velocity profiles of
the thermal run suggest that CRs enlarge the time scales for fountain
flows.
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in a large clumping factor. Over time, the combined distribution becomes
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positive correlation of gas and CRs.

6.3 Simulating outflows

ISM models and outflows have been studied in similar setups with
di�erent foci and complexity (Creasey et al. 2013, 2015; Girichidis
et al. 2016a; Martizzi et al. 2016; Simpson et al. 2016; Li et al. 2017;
Gatto et al. 2017). Most of these studies include SNe as feedback
from stars. The simulations by Creasey et al. (2013) barely reach
mass loading factors of order unity for a large range of gas surface
densities using SN feedback at a constant rate. Martizzi et al. (2016)
change disk model and SN rate with generally small mass loading
of less than unity for most of their runs, measured at e.g. 500 pc. Li
et al. (2017) use a similar SN driving schemes as in this work with
di�erent distributions for type Ia and type II SNe. Their outflows
exceed loading factors of unity for their MW conditions even at
a height of 1 kpc. The volume filling fraction of the hot gas is
20% in their MW simulation, which is in good agreement with our
lower halo properties. At larger heights, only simulation noCR can
maintain a similarly large VFF of the hot gas. All simulations with
CRs evolve towards significantly lower fractions.

The consistent formation of star clusters using sink particles
and a correlated feedback are tested in Gatto et al. (2017) and Kim
& Ostriker (2018). Both studies include the dynamical formation of
sink particles as star clusters, accretion of gas and (delayed) feedback
based on stellar evolution models. Gatto et al. (2017) also include
winds from massive stars, Kim & Ostriker (2018) account for a
runaway O-star component based on the sink particle properties.
Gatto et al. (2017) find that both the SNe alone as well as the com-
bination of SNe and winds are able to launch strong outflows with
mass loading factors above unity once the volume filling fraction
of the gas in the disk (|z | < 100 pc) exceeds 50%. Kim & Ostriker
(2018) simulate the evolution of the ISM for about 600 Myr includ-
ing galactic shear, which allows them to investigate the long-term
behaviour of the gas cycle and fountain flows. They find periodic cy-
cles which repeat after approximately 50 Myr. Outflow-dominated
phases show large volume-filling fractions of hot gas (⇠ 106 K).
During inflow-dominated times the gas in the halo is warm with
temperatures between 104 and 105 K.

Simpson et al. (2016) follow a locally and temporally varying
star formation rate based on Schmidt (1959), which is converted to
an instantaneous SN rate. They also include CRs in a very similar
manner as in our study and follow the thermal and chemical evo-
lution of the ISM with the same chemical network. Their model
without CRs does not drive any measurable outflow due to the e�-
cient cooling of the SN remnants. Including CRs the mass loading
factors reach unity, where the outflow rate is computed as the loss
rate through the boundary of the box at ±5 kpc. The initial delay
until the halo gas reaches that height is likely to result in higher
outflow rates if measured at lower altitudes, in particular as the star
formation rate tends to slightly decrease throughout the simulation
time whereas the outflow rate is slowly increasing.

Farber et al. (2017) investigate CR supported outflows in a
very similar setup as our box including a temperature dependent
di�usion coe�cient. At temperatures above 104 K they reduce the
parallel di�usion coe�cient by an order of magnitude compared
to regions of cold gas (T < 104 K), where the fiducial Galactic
value of 3⇥ 1028 cm2 s�1 is applied. The CR supported outflows in
their simulations show very similar temperature structures as in our
run with dense outflows (⇢ ⇠ 3 ⇥ 10�27 � 2 ⇥ 10�25 g cm�3) and
temperatures below 105 K.

The impact of CRs has also been investigated on larger scales,
i.e. on full galactic disks. Given the large dynamic range, it is infea-
sible to model large-scales dynamics and ISM details at the com-
plexity described in the studies above at the same time. Hanasz et al.
(2013) use an isothermal equation of state and demonstrate that CRs
alone are able to launch winds from the disk to altitudes of 40 kpc
with mass loading factors of order unity even at 10 kpc height. Booth
et al. (2013) investigate CRs in MW and SMC analogues finding
no relevant di�erence between purely thermal and CR supported
winds in MW-like conditions. In their SMC model CRs are able
to increase the mass loading factor by a few to ⌘ ⇠ 1 � 10 mea-
sured at z = 20 kpc. Salem & Bryan (2014) perform a large set of
simulations with varying di�usion coe�cient, CR injection fraction
and finding ⌘ = 0.3 for their fiducial MW-like run, decreasing with
increasing . More recently Pakmor et al. (2016) compare isotropic
with anisotropic di�usion and report that the latter mode is in much
better agreement with observed disks.

Our CR assisted outflows are slow on scales of ⇠ 1 � 2 pc
above the disk, which is much less than the escape velocity for
local environments, e.g. vesc ⇠ 300 for the MW at the solar radius.
However, the winds are further accelerated at larger heights and
thus do not need to be accelerated above escape velocity at low

MNRAS 000, 1–21 (2018)

thermal SNe: locally strong
accelerations

incl. CR: smooth forces

for slow CR diffusion: net
pressure gradient exceeds gravity

5− 25% of CR energy are lost

higher loss rates for slower
diffusion

even all SNe in density peaks:
only 25% losses

Philipp Girichidis (AIP Potsdam) CR-driven outflows March 6, 2018 14 / 21



pressure ratios

CR-supported outflows 15

0

0.2

0.4

0.6

0.8

1

0 20 40 60 80 100 120 140

|z| < 0.1 kpc

0

0.2

0.4

0.6

0.8

1

0.1 kpc < |z|  1 kpc

0

0.2

0.4

0.6

0.8

1

1 kpc < |z|  2.5 kpc

V
F
F

T
>

3
⇥

1
0
5
K

t (Myr)

noCR
CR-medK
CR-smlK
CR-medK-loc⇣CR
CR-smlK-peakSN

V
F
F

T
>

3
⇥

1
0
5
K

noCR
CR-medK
CR-smlK
CR-medK-loc⇣CR
CR-smlK-peakSN

V
F
F

T
>

3
⇥

1
0
5
K

noCR
CR-medK
CR-smlK
CR-medK-loc⇣CR
CR-smlK-peakSN

Figure 13. Volume filling fraction of the gas with a temperature of T >

3 ⇥ 105 K over time at di�erent heights. The disk as well as the lower halo
are dominated by hot gas. At heights above 1 kpc the CR runs have very
little gas aboveT > 3⇥ 105 K, in the purely thermal run most of the volume
is hot. An exception is CR-smlK-peakSN where the disk and all outflowing
gas is warm. CR driven outflows only fill the upper halo with warm gas after
⇠ 60 � 100 Myr.

element Xj of the sorted list of cell based (i) ratios Xi that satisfies
j’

i=1

vi
Vtot

 q, and
N’

i=j+1

vi
Vtot

 1 � q. (15)

Here vi are the corresponding cell volumes for ratio Xi and Vtot
is the total volume of the region of interest. The shaded area is
bounded by the 25 and 75 percentile of the distribution (q = 0.25
and q = 0.75).

In the disk the values range from ⇠ 1 � 10 over time with
negligible di�erence between the individual runs. The width of the
distribution covers around one order of magnitude. The volume
above the disk is initially dominated by thermal pressure. In the
time window from ⇠ 40�100 Myr we note an approximate pressure
equilibrium. Towards the end of the simulation the ratio increases
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Figure 14. Time evolution of XCR = pCR/pth in di�erent volumes. The
solid lines show the volume weighted median (see text) together with the
25 and 75 percentile of the distribution (shaded area). In the disk the CR
pressure slightly dominates. The hot gas in the middle volume allows for
regions of pressure equilibrium. At large heights CR dominate by far.

further to values of XCR ⇠ 10, again with larger temporal variations
than the ones between the simulations. In the upper halo the CR
pressure clearly dominates over the thermal energy by several orders
of magnitude approaching XCR ⇠ 200 at the end of the simulated
time. This is not surprising because the halo is filled by warm rather
than hot gas, so the thermal pressure is comparably low. The density
however is not high enough to cool away the CRs over the simulated
time. The mass weighted distributions (not shown) are similar in
the disk and the region above |z | = 1 kpc. In the intermediate region
the values are larger by a factor of a few. The low temperature in
run CR-smlK-peakSN results in large values of XCR ⇠ 20 � 70 in
all parts of the simulation box. The small variations over a long
period of time indicate that there is an equilibrium between the CR
injection and the CR losses.
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CR pressure dominates in the disk

region above the disk: equipartition
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Effect of the diffusion coefficient

higher diffusion speeds

faster removal of CR energy

shallower CR energy gradients

less dense atmosphere

E↵ect of the di↵usion coe�cient

Higher di↵usion speeds

Faster removal of CR energy

Shallower CR energy gradients

Less dense atmosphere

But slightly faster outflow
(Dorfi & Breitschwerdt 2012)

Large di↵erences between
isotropic vs. anisotropic
(Pakmor et al. 2016)
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Importance of spectral distribution

CRs have a large range of
energies/momenta

p ∼ GeV/c: peak of total CR
energy, direct dynamical impact

p < MeV/c: important for CR
ionisation rate

adiabatic process changes CR
momentum

increase of CR energy in shocks

transport properties depend on
energy

diffusion coefficient
K(E) ∼ E0.5

streaming vs. diffusion process

⇒ spectral distribution!

Padovani et al. 2009M. Padovani et al.: Cosmic-ray ionization of molecular clouds 621

rapidly with E′e from the maximum at E′e = 0 (Glassgold &
Langer 1973b; Cecchi-Pestellini & Aiello 1992). The function
φe(Ee) giving the number of secondary ionizations after a single
ionization by an electron of energy Ee has been computed by
Glassgold & Langer (1973b) for energies of the incident elec-
tron up to 10 keV. Above a few 100 eV, φe increases logarith-
mically with Ee. For secondary electrons produced by impact of
particles k, we adopt the scaling φk(Ek) ≈ φe(Ee = meEk/mk)
valid in the Bethe-Born approximation. Calculations by Cravens
& Dalgarno (1978) confirm this scaling for protons in the range
1–100 MeV.

In the following subsections we summarize the available data
for the ionization cross sections for proton and electron impact
and for the electron capture cross section. The ionization of H2
by CR heavy-nuclei (Z ≥ 2) is computed in the Bethe-Born ap-
proximation as described in Appendix A.

2.1. Ionization of H2 by proton impact:
pCR + H2 → pCR + H+2 + e

The avalaible experimental data for proton-impact ionization of
H2 have been summarized by Rudd et al. (1985). The cross sec-
tion has a maximum at Ep ≈ 70 keV and is considerably uncer-
tain below ∼1 keV. The data were fitted by Rudd et al. (1985)
with expressions appropriate to the high- and low-energy re-
gions,

σion
p = (σ−1

l + σ
−1
h )−1, (5)

where

σl = 4πa2
0CxD, σh = 4πa2

0[A ln(1 + x) + B]x−1, (6)

with x = meEp/mpI(H), I(H) = 13.598 eV, A = 0.71, B = 1.63,
C = 0.51, D = 1.24. This expression is compared with exper-
imental data in Fig. 1. For comparison, we also show in Fig. 1
the Bethe (1933) cross section for primary ionization of atomic
hydrogen multiplied by a factor of 2. As it is evident, the Bethe
formula reproduces very well the behavior of the ionization cross
section at energies above a few tens of MeV.

2.2. Ionization of H2 by electron impact:
eCR + H2 → eCR + H+2 + e

The experimental data for electron-impact ionization of H2
have been reviewed by Liu & Shemansky (2004). The absolute
cross sections for electron-impact ionization of H2 measured by
Straub et al. (1996) in the energy range Ee = 17 eV to Ee =
1 keV represent the currently recommended experimental val-
ues (Lindsay & Mangan 2003). Analytic expressions and fitting
formulae for the ionization cross section have been derived by
Rudd (1991), Kim & Rudd (1994) and Liu & Shemansky (2004).
Here we adopt the semi-empirical model by Rudd (1991) that
gives an analytical expression valid up to relativistic velocities
based on the theoretical results of Mott (1930),

σion
e = 4πa2

0N
[

I(H)
I(H2)

]2
F(t)G(t), (7)

where t = Ee/I(H2), N = 2 (number of electrons of H2),

F(t) =
1 − t1−n

n − 1
−
(

2
1 + t

)n/2 1 − t1−n/2

n − 2
, (8)

G(t) =
1
t

(
A1 ln t + A2 +

A3

t

)
, (9)

Fig. 1. Cross sections for proton impact on H2: ionization cross section
σion

p (Rudd et al. 1985) and electron capture σe.c.
p (Rudd et al. 1983)

and total cross section σtot
p for production of H+2 . For comparison, the

dot-dashed line shows the Bethe ionization cross section multiplied by
a factor of 2. The two lower curves show the cross sections for dis-
sociative ionization and double ionization of H2, multiplied by a fac-
tor of 10 and 100, respectively, obtained from the corresponding ex-
pressions for electron impact at equal velocity. Experimental data for
the ionization cross section: empty triangles, Afrosimov et al. (1958);
diamonds, Hooper et al. (1961); filled circles, deHeer et al. (1966).
Experimental data for the electron capture cross section: stars, Gilbody
& Hasted (1957); filled triangles, Afrosimov et al. (1958); crosses,
Curran et al. (1959); empty circles, deHeer et al. (1966); filled squares,
McClure (1966); empty squares, Toburen & Wilson (1972).

with n = 2.4 ± 0.2, A1 = 0.74 ± 0.02, A2 = 0.87 ± 0.05,
A3 = −0.60 ± 0.05. For comparison, we also show in Fig. 2
the Bethe (1933) cross section for primary ionization of atomic
hydrogen multiplied by a factor of 2. The Bethe formula repro-
duces very well the behavior of the ionization cross section at
energies above a few tens of keV.

2.3. Electron capture ionization of H2:
pCR + H2 → H + H+2

In this charge-exchange process, a high-energy CR proton picks
up an electron from the H2 molecule and emerges as a neutral
H atom. The electron capture cross section has been fit by Rudd
et al. (1983) with the expression

σe.c.
p = 4πa2

0AN
[

I(H)
I(H2)

]2 x2

C + xB + DxF , (10)

where x = Ep/I(H), N = 2 (number of electrons of H2),
A = 1.044, B = 2.88, C = 0.016, D = 0.136, F = 5.86. This
expression is compared in Fig. 1 with available experimental re-
sults.

3. Additional reactions of CR electrons and protons
with H2

Additional ionization reactions that produce electrons are the
dissociative ionization of H2,

kCR + H2 → kCR + H + H+ + e, (11)

with cross section σdiss ion
k , and the double ionization of H2,

kCR + H2 → kCR + 2H+ + 2e. (12)
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CR equations

start with Fokker-Planck equation

∂f

∂t
=−u · ∇f︸ ︷︷ ︸

advection

+∇ (κ∇f)︸ ︷︷ ︸
diffusion

+
1

3
(∇ · u) p∂f

∂p︸ ︷︷ ︸
adiabatic process

(1)

+
1

p2

∂

∂p

[
p2

(
blf +Dp

∂f

∂p

)]
︸ ︷︷ ︸

other losses and Fermi II acceleration

+ j︸︷︷︸
sources

(2)

chose piecewise powerlaws for f

f(p) = ff

(
p

pf

)qi

, (3)

derive number density and energy density

ni =

∫
4πp2f(p) dp ei =

∫
4πp2f(p)T (p) dp (4)
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Spectral grid

chose logarithmic bins in p

compute spectrum in every cell

We can only afford a few bins
(∼ 10)

compute changes of n and e
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different spectra at different positions10 Girichidis et al.
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Figure 7. Projected CR energy density for di↵erent times (columns, 10 kyr, 50 kyr, 150 kyr) and di↵erent CR energies (rows, ECR =

10�2 GeV, ECR = 1 GeV, ECR = 103 GeV) as well as the CR spectra measured at the points indicated in top left panel for simulation
TT-SN1.0-CR0.1-PL. The cyan streamlines show the magnetic field configuration. Note that the time scale is an order of magnitude larger

than the time scales in Fig. 4 and 6. The spectra show significant di↵erences in total energy as well as spectral shape for the di↵erent

measurement points. In this more realistic density and magnetic field configuration the measured spectrum after t = 150 kyr approaches
the shape of the power-law source spectrum.
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Figure 7. Projected CR energy density for different times (columns, 10 kyr, 100 kyr, 150 kyr) and different CR energies (rows, ECR =

10−2 GeV, ECR = 1 GeV) as well as the CR spectra measured at the points indicated in top left panel for simulation TT-SN1.0-CR0.1-PL.
Note that the time scale is an order of magnitude larger than the time scales in figure 4 and 6. The spectra show significant differences in

total energy as well as spectral shape for the different measurement points. In this more realistic density and magnetic field configuration

the measured spectrum after t = 150 kyr approaches the form of the source spectrum.
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Conclusions

SN positioning has big impact on shock efficiency and galactic
dynamics

CRs thicken the disk (influence on GMC formation, SN efficiency)

CRs alone can drive and sustain outflows (mass loading ∼ 1)

CRs driven outflows are smooth and warm

We need spectral CR transport
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