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signature of freshly accelerated nuclei?
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CRs < few 1015 eV: origin in the Milky Way & propagation in a > kpc halo

Galactic cosmic-ray wanderers
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(e+p) probed in γ rays 
Fermi LAT 8 yr > 0.4 GeV 

(e) probed by radio synchrotron  
35 haloes piled-up by Chan-ges

remote sensing of super-GeV cosmic rays
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few GeV to TeV CRs probed in γ rays with Fermi 
LISM spectrum consistent  
with direct in-situ observations 
upturn > 200 GV in all nuclei

local emissivity spectra in the HI
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within a few 100 pc around the Sun,  
in clouds from 103 to 105 M⊙ 

< 30% variations compatible  
with uncertainties in HI column densities  

Fermi local ISM + Voyager data 
ζH

CR ≈ 1.4 10-17 s-1 
from H3

+ 
Per OB2 (300 pc): (5.6±3.2) 10-16  s-1  

& (5.9±3.5) 10-16 s-1   
despite same GeV CR flux 

=> low-energy environmental effects ? 

local γ-ray emissivities in the HI

Lallement+ ’14; Perrot+Grenier ’03; 

 OB1 stars: Pellizza+ ’05
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Fig. 10. Distribution with Galactocentric radius (top) and altitude above
the Galactic disk (bottom) of the 0.4–10 GeV emissivities measured
in the atomic gas of nearby clouds for H i spin temperatures between
125 and 150 K. The solid and grey band respectively give the average
emissivity and ± 1 rms dispersion in the sample. The dashed line marks
the average emissivity measured across the sky at |b| � 7� (Casandjian
2015).

all close to or lower than 1020 cm�2 K�1 km�1 s e.g., 0.63 ±790
0.02+0.09

�0.07 in Cepheus-Polaris (Abdo et al. 2010), 0.99 ± 0.08+0.18
�0.10

in RCrA (Ackermann et al. 2012c), 1.07 ± 0.02 in Orion (Ack-
ermann et al. 2012b), and 0.69±0.02+0.03

�0 in Chameleon (Planck
and Fermi LAT Collaborations 2015), in units of 1020 cm�2 K�1

km�1 s. In Fig. 11 we take advantage of the energy-dependent795
PSF of the LAT to probe various linear scales within the clouds.
The scale is derived using the half-width at the half-maximum
of the PSF integrated over the energy band for the qLIS spectral
shape. We find no evidence of XCO changes at parsec scales ex-
cept in Perseus.800

Because the qHI and qCO variations in Perseus are inversely
coupled in energy, the resulting change in XCO is likely due to an
increased level of cross-correlation between the compact H i and
CO phases as the LAT PSF degrades (Figs. 4 and 9). If we force
the �-ray emissivity of the H i gas to be the same as the aver-805
age found among the other clouds, we obtain a larger XCO value
of (0.68 ± 0.04)⇥1020 cm�2 K�1 km�1 s, close to that measured
above 4 GeV with the best LAT angular resolution. However, the
use of this value implies a significant (4.6�) degradation of the
fit quality at lower energies. The likelihood analysis significantly810
supports a lower XCO factor in Perseus. A low value is also in-
dicated by the average of 0.3⇥1020 cm�2 K�1 km�1 s found at
0.4-pc resolution in the dust, H i , and CO study of Lee et al.
(2014).
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Fig. 11. Evolution of the XCO factor, as measured in � rays for vari-
ous linear resolutions in the di↵erent clouds. The open circle marks the
value obtained in the overall 0.4–100 GeV band, in close agreement
with the weighted average of the four independent energy bands (black
line) and its 1� errors (dashed lines).

Figure 12 compares �-ray measurements of XCO in nearby 815
clouds from Planck and Fermi LAT Collaborations (2015) and
this work. They are based on the same energy bands and analysis
method. The distributions show that the average XCO factor in a
cloud does not depend on the H2 mass mapped in CO, nor on the
dynamics of the cloud characterized by the velocity dispersion of 820
the CO lines (rms dispersion of the central velocities). But XCO
appears to depend on the cloud structure and in particular on its
di↵useness. To reflect changes in the latter, we have explored
several characteristics:

– the mean WCO intensity, WCO, in a cloud, taken above 1 K 825
km/s to avoid noise fluctuations;

– the surface fraction of dense regions with large WCO intensity
within a cloud, SFdense = SWCO>7 Kkm/s/SWCO>1 Kkm/s (with S
a solid angle), which gauges the relative weight of di↵use
and dense molecular regions in the determination of XCO; 830

– the mean visual extinction toward a cloud, ACO
V , taken from

the NICER M2a 120-resolution AJ map (Juvela & Montillaud
2016), translated into AV using a colour ratio of 3.55 accord-
ing to the extinction law of Cardelli et al. (1989). Only values
in directions with WCO > 1 K km/s and AV > 0.8 mag. have 835
been retained in the average to avoid noise contamination;

– the average CO lines width (standard derivation of the Gaus-
sian profiles fitted on the data), �CO

v , in a cloud since
optically-thick lines tend to be wider and XCO should de-
crease with �CO

v (Shetty et al. 2011b). 840

Figure 12 shows that, for all these diagnostics, XCO tends to
decrease from di↵use to more compact clouds. The decrease re-
mains significant if we use the Perseus XCO value found when
forcing the H i �-ray emissivity to the local average, or if we
exclude the Perseus data point. A uniform XCO factor is strongly 845
rejected (> 30�) for all the di↵use diagnostics, whether we mod-
ify or exclude the Perseus data point or not.
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decline in qHI γ-ray emissivity to high altitudes  
at 97.5% C.L. 

unclear trends 
may favour diffusion models with a small halo

clouds in the halo

of 11L. Tibaldo 6

Meet the targets
distance/altitude brackets

Wakker 2001 ApJS 136 463

locations Wakker+ 2001

Tibaldo+ 2015 ApJ 807, 161
GALPROP models from Ackermann+ 2012 ApJ 750, 3

of 24L. Tibaldo Status of space-based γ-ray astronomy

CRs in the halo of the Milky Way

30

Fermi-LAT observations of HVCs and IVCs L. Tibaldo

Figure 3: We compare for the three regions studied the emissivity scaling factors obtained from LAT data in
the 300 MeV to 10 GeV energy range (gray rectangles) with predictions from the models in [4] (curves). The
horizontal widths of the rectangles indicate the z brackets of target IVCs and HVCs, i.e., the range between
lower and upper limits on their altitudes [7]. The dark gray rectangles have vertical size corresponding to the
statistical uncertainties, while for the light gray rectangles the vertical size encompasses the combination of
statistical and systematic uncertainties. The emissivity of local gas is assigned to the range from z = 0 kpc to
z = 0.3 kpc (disk). The model curves from [4] were calculated for the line of sight indicated in the legend of
each panel, approximately corresponding to the column density peaks of the target complexes. The curves
are color-coded based on the maximum heights zmax of the CR confinement halo in the models.

The g-ray emissivities in the 300 MeV to 10 GeV energy range are a tracer of CR densities in
the energy range from ⇠3 GeV/nucleon to ⇠200 GeV/nucleon. We evaluated through the Kendall
correlation test that there is evidence at 97.5% c.l. that the emissivities, hence the CR densities,
decrease with increasing distance from the plane. This corroborates the notion that CRs in this
energy range are accelerated in the disk of the Milky Way and then propagate in its halo, for the
first time from directly tracing the CR densities in the halo itself.

In Fig. 3 we also compare the results to predictions from a set of CR propagation models based
on the GALPROP code [4]. The GALPROP input parameter with the largest impact on the vertical
gradient of CR densities is the maximum height of the confinement halo zmax. There is broad
agreement between emissivities derived from the LAT data and model predictions. In the context
of the models considered, the upper limit for the emissivity of the upper intermediate-velocity Arch
being 50% of the local value is pointing toward a zmax value smaller than some values proposed in
recent years ranging up to 10 kpc. The low measured emissivity seems to disfavor a large zmax as a
possible explanation for the CR gradient problem in the outer Galaxy [6].

We note, on the other hand, that the models considered in Fig. 3 are based on the assumption,
common in the literature, that the CR densities go to zero at the boundaries of the CR confinement
region, notably at an altitude of zmax above the disk. This could explain the differences in zmax with
respect to studies of radio synchrotron emission, e.g., [3], if a sizable fraction of the emission is
produced by interactions of CR electrons beyond the confinement region.

Some important caveats apply to Fig. 3. On one hand, the emissivities for HVCs and IVCs
may be overestimated due to the presence of sizable amounts of ionized gas or undetected DNM.

6

z

• high- and intermediate velocity clouds 
→ CR densities in the Galactic halo

• decrease with distance from disk at 
97.5% c.l.

• agreement with propagation models

• OK with B/C 10Be/9Be 
(confinement region: 4-6 kpc)

Tibaldo+  ApJ 807 2015  161



hardening above 200 GV.  
same rigidity spectrum > 60 GV for He, C, O (primaries), and > 30 GV for Li, Be, B (secondaries) 
upturn due to non-linear DSA at SNR shocks? diffusion on self-generated waves? spatial 
variations in D(E)? a nearby source? 

hardening strength 
same in 1ary and 2ary CRs if related to source injection  
stronger for 2ary than 1ary CRs if due to Gal. propagation 
no decisive trend 

 local cosmic-ray hardening

primaries

secondaries

Most importantly, several independent analyses were
performed on the same data sample by different study groups.
The results of those analyses are consistent with this Letter.
Results.— The measured lithium, beryllium, and boron

fluxes including statistical and systematic errors are reported
in Tables I, II, and III of the Supplemental Material [21] as a
function of the rigidity at the top of the AMS detector.
Figure 1 shows the lithium, beryllium, and boron fluxes

as a function of rigidity with the total errors, the sum in
quadrature of statistical and systematic errors. In this and
the subsequent figures, the points are placed along the
abscissa at ~R calculated for a flux ∝ R−2.7 [29]. As seen, the
Li and B fluxes have an identical rigidity dependence above
∼7 GV and all three secondary fluxes have an identical
rigidity dependence above ∼30 GV. The different rigidity
dependence of the Be flux is most likely due to the
significant presence of the radioactive 10Be isotope [27],
which has a half life of 1.4 MY.
Figure 8 of the Supplemental Material [21] shows the

lithium, beryllium, and boron fluxes as a function of kinetic
energy per nucleon EK together with earlier measurements
[2–11]. Data from other experiments have been extracted

using Ref. [30]. For the AMS measurement EK ¼
ð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Z2 ~R2 þM2

p
−MÞ=A where Z, M, and A are the Li,

Be, and B charge, mass and atomic mass number,

respectively. The atomic mass numbers, averaged by iso-
topic composition obtained from AMS low energy mea-
surements [27], are 6.5% 0.1 for Li, 8.0% 0.2 for Be, and
10.7% 0.1 for B. The systematic errors on the fluxes due to
these uncertainties were added in quadrature to the total
errors.
To examine the rigidity dependence of the fluxes,

detailed variations of the flux spectral indices with rigidity
were obtained in a model-independent way. The flux
spectral indices γ were calculated from

γ ¼ d½logðΦÞ'=d½logðRÞ'; ð2Þ

over rigidity intervals bounded by 7.09, 12.0, 16.6, 22.8,
41.9, 60.3, 192, and 3300 GV. The results are presented in
Fig. 2 together with the spectral indices of helium, carbon,
and oxygen [14]. As seen, the magnitude and the rigidity
dependence of the lithium, beryllium, and boron spectral
indices are nearly identical, but distinctly different from the
rigidity dependence of helium, carbon, and oxygen. In
addition, above ∼200 GV, Li, Be, and B all harden more
than He, C, and O.
To examine the difference between the rigidity depend-

ence of primary and secondary cosmic rays in detail, the
ratios of the lithium, beryllium, and boron fluxes to the
carbon and oxygen fluxes were computed using the data in
Tables I, II, and III of the Supplemental Material [21]
and Tables II and III of Ref. [14], and are reported in
Tables IV–IX of the Supplemental Material [21] with their
statistical and systematic errors. The detailed variations
with rigidity of the spectral indices Δ of each flux ratio
were obtained in a model independent way using
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FIG. 1. The AMS (a) Li and B and (b) Be and B fluxes [21]
multiplied by ~R2.7 with their total errors as a function of rigidity.
As seen, the Li and B fluxes have identical rigidity dependence
above ∼7 GV and all three secondary fluxes have identical
rigidity dependence above ∼30 GV.
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current paradigm: energy dependence of the local diffusion coefficient directly probed by the 
2ary/1ary flux ratio 

measured δ < 0.6 imply  
need for low-energy reacceleration, such as Fermi-II in the ISM, but 25-50% more energy put 
into SNR-accelerated CRs, to be provided by the SNe driving the ISM turbulence 
reacceleration of secondary CRs by SNRs => δ2ary/1ary ≠ δdiff

 local D(E) dependence?

primaries

secondaries

Most importantly, several independent analyses were
performed on the same data sample by different study groups.
The results of those analyses are consistent with this Letter.
Results.— The measured lithium, beryllium, and boron

fluxes including statistical and systematic errors are reported
in Tables I, II, and III of the Supplemental Material [21] as a
function of the rigidity at the top of the AMS detector.
Figure 1 shows the lithium, beryllium, and boron fluxes

as a function of rigidity with the total errors, the sum in
quadrature of statistical and systematic errors. In this and
the subsequent figures, the points are placed along the
abscissa at ~R calculated for a flux ∝ R−2.7 [29]. As seen, the
Li and B fluxes have an identical rigidity dependence above
∼7 GV and all three secondary fluxes have an identical
rigidity dependence above ∼30 GV. The different rigidity
dependence of the Be flux is most likely due to the
significant presence of the radioactive 10Be isotope [27],
which has a half life of 1.4 MY.
Figure 8 of the Supplemental Material [21] shows the

lithium, beryllium, and boron fluxes as a function of kinetic
energy per nucleon EK together with earlier measurements
[2–11]. Data from other experiments have been extracted

using Ref. [30]. For the AMS measurement EK ¼
ð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Z2 ~R2 þM2

p
−MÞ=A where Z, M, and A are the Li,

Be, and B charge, mass and atomic mass number,

respectively. The atomic mass numbers, averaged by iso-
topic composition obtained from AMS low energy mea-
surements [27], are 6.5% 0.1 for Li, 8.0% 0.2 for Be, and
10.7% 0.1 for B. The systematic errors on the fluxes due to
these uncertainties were added in quadrature to the total
errors.
To examine the rigidity dependence of the fluxes,

detailed variations of the flux spectral indices with rigidity
were obtained in a model-independent way. The flux
spectral indices γ were calculated from

γ ¼ d½logðΦÞ'=d½logðRÞ'; ð2Þ

over rigidity intervals bounded by 7.09, 12.0, 16.6, 22.8,
41.9, 60.3, 192, and 3300 GV. The results are presented in
Fig. 2 together with the spectral indices of helium, carbon,
and oxygen [14]. As seen, the magnitude and the rigidity
dependence of the lithium, beryllium, and boron spectral
indices are nearly identical, but distinctly different from the
rigidity dependence of helium, carbon, and oxygen. In
addition, above ∼200 GV, Li, Be, and B all harden more
than He, C, and O.
To examine the difference between the rigidity depend-

ence of primary and secondary cosmic rays in detail, the
ratios of the lithium, beryllium, and boron fluxes to the
carbon and oxygen fluxes were computed using the data in
Tables I, II, and III of the Supplemental Material [21]
and Tables II and III of Ref. [14], and are reported in
Tables IV–IX of the Supplemental Material [21] with their
statistical and systematic errors. The detailed variations
with rigidity of the spectral indices Δ of each flux ratio
were obtained in a model independent way using
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FIG. 1. The AMS (a) Li and B and (b) Be and B fluxes [21]
multiplied by ~R2.7 with their total errors as a function of rigidity.
As seen, the Li and B fluxes have identical rigidity dependence
above ∼7 GV and all three secondary fluxes have identical
rigidity dependence above ∼30 GV.
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eye. As seen, the magnitude and the rigidity dependence of the Li,
Be, and B spectral indices are nearly identical, but distinctly
different from the rigidity dependence of the He, C, and O
spectral indices. Above ∼200 GV the Li, Be, and B fluxes all
harden more than the He, C, and O fluxes. See also Fig. 3.
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Figure 3. Grammage traversed by CRs as a function of rigidity.
The lines are labelled as in Figure 1.

the cases in which �2 = 1/3 and 0.5. Although the latter
seems to best describe the C and O high energy trend, one
should keep in mind that a more realistic situation would
show a gradual transition between the two regimes, hence
we should probably not take these values too seriously but
rather as phenomenological implementations of the idea of
a transition in the di↵usive properties at R ⇠ 300 GV.

The B/C ratio is much more interesting than the spec-
tra of primary nuclei: in Figure 4 we show the recent AMS-02
data (Aguilar et al. 2016), and the curves representing our
predicted B/C ratio for the five cases introduced above. At
rigidity R < 100 GV, the five scenarios provide an equally
good description of the data, although, as pointed out above,
the grammage in the cases with and without reacceleration
di↵er appreciably (figure 3). However, for R & 100 GV,
the cases without reacceleration clearly fail to describe the
B/C data points as measured by AMS-02. This was already
pointed out by Aloisio et al. (2015) where the authors find
that an additional grammage is necessary at high energies
to fit the data, possibly accumulated inside the sources of
CRs. Here we show that reacceleration at the same shocks
responsible for CR acceleration may provide a better de-
scription of the B/C data, thereby mitigating the need for
additional components to the grammage. Notice that reac-
celeration may occur at SN shocks even in the cases in which
the shock propagates in a rarefied medium (for instance the
ones excavated by the wind of the progenitor star) where no
appreciable grammage is accumulated.

The dash-dotted (orange) line in Figure 4 shows the
predicted B/C ratio with reacceleration but without breaks
in the di↵usion coe�cient. This case illustrates, by itself,
the importance of reacceleration, and shows that reaccel-
eration alone is su�cient to provide a good description of
the observed B/C ratio. The introduction of a break in the
di↵usion coe�cient (�2 = 1/3 for the solid (black) line and
�2 = 1/2 for the dashed (green) line) leads to an additional
flattening of the energy dependence in the B/C at high en-
ergy but does not lead to a clear improvement in the fit.

Figure 4. Ratio of boron to carbon fluxes as a function of rigidity
as measured by AMS-02 (Aguilar et al. 2016). Lines are labelled
as in Figure 1.

The recent measurement of the spectra of secondary
nuclei such as lithium and boron allows us to test further
the ideas put forward above. In the absence of reacceleration,
the spectrum of secondary nuclei is expected to scale with
kinetic energy as E�s+2�2�

k , where � = �1 for rigidity below
⇠ 300GV and � = �2 for rigidity R & 300GV. The recent
measurements carried out by the AMS-02 experiment show
that the high energy spectrum of Li has a slope that is very
close to that of the high energy spectrum of nuclei (slope
⇠ 2.7), apparently incompatible with the naive expectation
based on the standard model.

The spectrum of Li as measured by AMS-02 (Yan 2017)
is shown in Figure 5 and compared with the results of our
calculations. The dash-3dot (cyan) and the dashed (purple)
lines show the spectra of lithium in cases without reaccel-
eration, without and with a break in the di↵usion coe�-
cient (�2 = 1/3) respectively. One can see that these cases
do not provide a good description of the observed Li spec-
trum. The presence of reacceleration drastically changes this
picture: due to the fact that the spectrum of reaccelerated
lithium nuclei (or any secondary nucleus for that matter) re-
produces the spectrum of primaries at the same energy per
nucleon, the high energy limit of such spectrum is the same
as that of primaries because the steeper component disap-
pears at lower energies. The data points of AMS-02 extend
to a transition region between the low energy part, where
the lithium spectrum scales as E�s+2�2�1

k and the high en-

ergy limit where the spectrum is E�s+2��2
k . The transition

energy depends on how probable is for secondary lithium
nuclei to encounter a SN shock, as can be understood by
looking at equation (22). The curves shown in Figure 5 refer
to the same cases that have been used to calculate the B/C
ratio and to the spectra of C and O nuclei. Notice that the
asymptotic limit in which lithium is dominated by reaccel-
eration (slope �s + 2 � �2) is reached only at energies � 1
TeV, not visible in the plot.

The dash-dotted (orange) line shows that reacceleration

MNRAS 000, 1–?? (2017)
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cosmic rays & γ rays in the Milky Way

open questions: 
SNR shock in ISM vs. 

 in WR+O wind bubble? 

D(E) ? 
D(SFR)? 

source envt escape? 
superbubble escape? 

super bubble/SNR  
re-acceleration? 

Gal. wind impact? 
diffusive ISM re-accel? 

Gould Belt impact? 

hidden grammage?

CR halo

ECR-2.1

D∝ECR -0.333 ± 0.014  (B/C) to  
Ep,He -0.46 ± 0.07 & EA -0.38 ± 0.02 (obs+Galprop)

ECR-2.7
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8 106 M⨀ of gas forming stars 

M(HI)≈M(DNM)≈M(H2)≈M(HII) 
> 600 stars > 4 M⨀, 3.5 - 6 Myr old 

> 10 OB associations at 1.4 kpc

starburst CR nurseries

γ Cyg

Cyg OB2

NGC 
6910

CGPS/IRAS 74 cm  
21 cm 60 µ 25 µ



a cocoon of fresh cosmic rays

A
ck

er
m

an
n+

 ‘2
01

1 
Sc

ie
nc

e,
 3

34
, 1

10
3

log(E) [eV]
8 9 10 11 12 13

M
eV

2  c
m

-2
 s

-1
 M

eV
-1

-8

-7.5

-7

-6.5

-6

-5.5

-5

-4.5

-4

-3.5

CR+HII → γ 

IC

Cyg OB2

NGC6910

ISM

hard γ-ray excess: ECR
-2.4 above 1 GeV 

bounded by ionization fronts (PDRs) 

extension >> SNR or cluster sizes  
≈ spectral uniformity 

standard LIS in surrounding & intervening  

    clouds

if pure IC:   Etot = 4 1041 J                     
✓

dNe

dSdtd⌦dEe

◆

LIS

⇥ 60

✓
Ee

10GeV

◆0.5

if pure pion:    Etot = 1.3 1042 J ≈ 1% ESN          
✓

dNCR

dSdtd⌦dECR

◆

LIS

⇥ (1.5� 2.0)

✓
ECR

10GeV

◆0.3

in situ (re-)acceleration? 
in situ losses?

Ackermann+’2011, Bartoli+ 2014



present adiabatic expansion 
v = 800+50

-60 km/s, next ∼ 0.3 cm-3 ⇒ Bext ∼ 5 μG 

end of free expansion 5 kyr ago if 1044 J, Mejected = 9 M⨀ 

80 < Emax(p) < 200 TeV     
6 < Emax(e) < 50 TeV (syn+IC losses) (not ok for IC emission up to Milagro) 
diffusion length over 5 kyr with DISM(E) ≈ ok 

but: 
γ-ray anisotropy ?  
champagne flow,  
but no shock break 
no sign for spectral 
gradient (TBC) 
energy-independent  
apparent size of the  
cocoon  
slower diffusion  
likely

particles leaking from γ Cygni ?

γ residuals/bin log(I) MSX 8 µm (W m-2 sr-1)

TeV

100 GeV

10 GeV
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total of >1500 OB stars 
3-6 Myr old   (SNe ≲ 1) 

each WR or O wind 
uw ∼ 103 km/s, 1030 W, ∼100 kyr 

Lcocoon < 0.03% and 7% of Pwinds 
termination shock radius ∼ 10 pc 

in pgas ∼ 1.4 10-12 Pa    ≈ 18 μG 
≈ stellar separation 
turbulent supersonic waves 

D(E) = DISM(E) / 100 
efficient confinement 
100 kyr at TeV, 300 kyr at 100 GeV 
flattened 2nd/1ary ratio ≳ 100 GV ? 

characteristic acceleration time ⇒ 

max. E(p) = 150 TeV 
peak E(p) = 10-100 GeV 
emerging spectrum?

a young super bubble environment
models	by	Bykov	et	al.	’01,	Parizot	et	al.	’04,	Ferrand	&	Marcowith	’10
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extreme example:     Gal. center:      25 stars blowing (0.7-8) 10-4 M⊙ yr-1

stellar wind turbulence
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if CR acceleration by supersonic stellar winds (no SNe) in OB associations 
< 10 % of stellar-wind power into CRs 

Orion nebula mini-starburst

G. Maurin, A. Marcowith, N. Komin, F. Krayzel, and G. Lamanna: Embedded star clusters, sources of cosmic rays?
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Fig. 13. Fermi-LAT upper limits and theoretical expectations on the
spectral energy density deduced from models of the Orion Nebula for
realistic parameters: the turbulence index is ⌫ = 3/2, magnetic turbu-
lence is �B/B = 0.1, and electron-to-proton ratio is set to Kep = 10�2.
The magnetic field is 100 µG. The red dashed line represents the sensi-
tivity of CTA (5� detection in 50 h; Becherini et al. (2012)).

5.2. NGC 1976 - Orion Nebula

With a density of nHII = 8900 cm�3, NGC 1976 can be consid-
ered as a prime example for a high-density scenario.

Figure 12 shows the characteristic times for the Orion Neb-
ula. Contrary to the Rosette Nebula, Bremsstrahlung (green line)
and pion production (dashed magenta line) become dominant.
They even dominate the escape timescale at high turbulence lev-
els (dashed blue line).

The spectral energy distribution of the �-ray emission for the
parameters Kep = 10�2, �B/B = 0.1, B = 100µG and ⌫ = 3/2 is
shown in Fig. 13. The upper limit on the �-ray emission restricts
the conversion ratio of stellar wind luminosity to accelerated par-
ticles, in this case, to ⇠ < 6.3%. Exploring the possible parame-
ter space (according to 2.5 part) demonstrates that not more than
⇠max = 6.7 % of the stellar wind luminosity of NGC 1976 can be
converted into relativistic particles.

5.3. Sample of embedded star clusters

The maximum fractions of conversion of stellar luminosity into
relativistic particles for all the clusters are summarized in Ta-
ble 1. The conversion fraction ⇠max for clusters NGC 2175 and
NGC 2467 are around 10%, which is similar to the Rosette and
Orion Nebulae discussed above.

The clusters RCW 62 and NGC 6618 set very low limits on
⇠max of less than 1%. With similar luminosities and distances as
NGC 2244, the much higher densities in the HII regions allow us
to probe much lower levels of relativistic protons in the cluster.

The upper limits on the �-ray flux obtained on NGC 3324
and RCW 8 do not allow us to reach any conclusion on the lu-
minosity conversion into relativistic particles. This is because of
the low stellar wind luminosity (created by only two O-type stars
of relatively low mass), large distance (as they are the most and
third-most distant objects in the sample), and relatively low den-
sity nHII in the HII region.

Table 2. Influence of the main parameters (magnetic turbulence level
�B/B, coherence length lc, index of injection s with Emax = 10 PeV) on
the upper limit of the fraction of mechanical energy converted into ac-
celerated particles ⇠max for NGC 2244 (Rosette Nebula) and NGC 1976
(Orion Nebula).

⇠max(%)
�B/B lc s

Cluster 10�2 102 0.5 pc 2.0 pc 1.5 2.5
NGC 2244 5.95 5.10 5.88 5.88 16.06 0.85
NGC 1976 7.53 1.28 6.29 7.34 23.12 0.90

6. Discussion

6.1. Influence of the main Parameters

So far, we tested the maximum conversion fraction of stellar
wind luminosity into relativistic particles for a magnetic turbu-
lence level of �B/B = 0.1, coherence length of lc = 1 pc, and
spectral index of the injection spectrum of s = 2 (see section 2.5
for details on these parameters). Now the influence of these pa-
rameters on the maximum conversion fraction ⇠max is tested for
the star clusters NGC 2244 and NGC 1976 to verify the reliabil-
ity of the presented results. The impact of these parameters on
the maximum conversion fraction is summarized in Table 2.

With a decreasing magnetic turbulence level �B/B or in-
creasing coherence length lc di↵usion losses become more im-
portant. Therefore, the expected �-ray flux is lower. In turn,
the maximum conversion e�ciency ⇠max is higher. This trend
is even more important for the high-density scenario, such as in
NGC 1976. However, the obtained ⇠max are lower than 10%. The
results presented here are robust in the change of the parameters
�B/B and lc.

The influence of the spectral index s of the injection spec-
trum is more important. A change of the injection index changes
the spectral index � of the �-ray emission. For spectral indices of
s = 1.5 and s = 2.5, the spectral index of the �-ray emission is
� = 1.7 and � = 2.7, respectively. We repeated the analysis of the
Fermi-LAT data to obtain upper limits on the �-ray flux for these
indices. With increasing spectral index, the predicted flux at low
energies increases and hence the conversion e�ciency ⇠max de-
creases to remain compatible with the upper limit on the �-ray
emission. For an injection index of s = 2.5 the maximum con-
version fraction is below 1%.

For an injection index s below 2, the maximum energy Emax
becomes important in the calculation of the injection rate Q0 (see
eq. 3). For instance, for an injection index of s = 1.5 the rela-
tion is Q0 /

p
Emax. As the maximum conversion factor ⇠max

depends linearly on the injection rate, it also significantly rises.
For Emax = 10 PeV, ⇠max is about 16% for the Rosette Nebula
and 23% for Orion Nebula. However, such indices require very
specific origins; they could for instance be produced by collec-
tive shock acceleration (Klepach et al. 2000; Bykov 2001).

6.2. Sensitivity of CTA to the selected star clusters

Figures 11 and 12 show that the predicted �-ray emission ex-
tends up to energies of several tens of TeV, which is an energy
range accessible to CTA (Actis et al. 2011; Acharya et al. 2013).

With the one-zone model presented here and assuming re-
alistic parameters, the minimum conversion e�ciency ⇠CT A al-
lowing a detection with CTA can be estimated. If the conversion
e�ciency for a star cluster is larger than ⇠CT A it will be detected
with a statistical significance of more than 5� after 50 h of ob-
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far from source: test particle solution for simple diffusion 
near the source: zone where CR pressure (Π) is large and anisotropic enough to diffuse on self-
generated, regulated, Alfven waves  
=> suppressed diffusion coefficient along B wrt ISM value

escape

The Astrophysical Journal, 768:73 (13pp), 2013 May 1 Malkov et al.

Figure 1. CR escape along the magnetic field B0 from the two polar cusps of SNR with a stalled blast wave.
(A color version of this figure is available in the online journal.)

Contrary to the recent analytic (Drury 2011; Ohira et al. 2011;
Yan et al. 2012) and numerical (with self-driven Alfvén waves;
Fujita et al. 2011) treatments of the spherically symmetric
particle escape, we consider an escape through the local flux
tube. This choice is suitable for an SNR expansion in an ISM
with a distinct large-scale magnetic field direction that does
not change very strongly on the SNR scale. As we stated
in the Introduction, our goal is to fill the gap between the
weak scattering propagation far away from the remnant and
the Bohm diffusion regime near the shock, with κ = κB.
The perpendicular diffusion in the far zone is of the order
of κ⊥ ∼ (δB/B0)2 κB ≪ κB ≪ κ∥ ∼ (δB/B0)−2 κB, so we
may safely assume that in the unperturbed ISM the diffusive
propagation is one dimensional, along the field line.

Closer to and inside the accelerator (or rather in the region
of its past activity), κ⊥ ∼ κ∥ ∼ κB, which favors the isotropy
assumption. However, we may integrate (average) the equations
for the CR transport and wave generation across the magnetic
flux tube. Then, the problem becomes, again, formally one
dimensional. However, the lateral expansion of the integrated
flux tube may decrease CR pressure inside, thus making the CR
self-confinement in the field direction less efficient. To estimate
this effect we compare the “perpendicular” confinement time
τ⊥ ∼ a⊥/U⊥ with the “parallel” confinement time τ∥ ∼
a2

∥/Deff . Here, a⊥,∥ denote the respective sizes of the CRC,
U⊥ is the expansion velocity across magnetic field, and Deff is
the effective CR diffusion coefficient along the field. We may
estimate U⊥ from the balance of the CR pressure (assuming
PCR ≫ B2/8π ) and the ram pressure of the ambient medium,
U⊥ ∼

√
PCR/ρ. The effective diffusivity, associated with

the half-life of the CR against losses in the field direction,
is shown in Appendix B to be Deff ∼

√
DISMDNL, where

DNL is the CR diffusivity suppressed by the self-generated
Alfvén waves. Requiring τ⊥ ≫ τ∥ and estimating a⊥ ∼
RSNR, a∥ ∼ κB/Ush, we convert the inequality τ⊥ ≫ τ∥
into the following constraint on the CR acceleration efficiency
PCR/ρU 2

sh < (UshRSNR/κB)2(DNLDISM/κ2
B), where Ush is the

shock velocity. As both factors in the parentheses on the

right-hand side are larger than unity, the above requirement is
fulfilled. The CRs then indeed escape along the field line before
they inflate the flux tube significantly (cf., e.g., Rosner & Bodo
1996; Ptuskin et al. 2008, where the field-aligned propagation
from CR sources has also been adopted). A schematic example
of the basic configuration is shown in Figure 1. It should be noted
that our simplified CR propagation scenario does not include
possibly important perpendicular CR transport due to the CR
drifts, magnetic field meandering, or turbulence spreading.

The second important assumption to make is about the spatial
arrangement of the initial CR population. As shown in Figure 1,
we adhere to the idea that the acceleration is most efficient in
the quasi-parallel shock geometry. It can be advocated on the
theoretical grounds (Malkov & Völk 1995; Völk et al. 2003),
by in situ observations of heliospheric shocks, and hybrid simu-
lations (e.g., Burgess et al. 2012; Gargaté & Spitkovsky 2012).
More importantly, this acceleration preference is supported by
SNR observations (e.g., Reynoso et al. 2013). Therefore, we
may specifically assume that two “polar cusps” of accelerated
particles are left behind after the acceleration has either faded
out or entered its final stage when particles escape faster than
they are replenished by the acceleration. It is tempting to con-
sider SN 1006 as a prototype of such geometry, but the similarity
is physically not quite convincing, given the young age of the
latter source. On the other hand, older remnants, such as W44,
do show a bipolar CR escape (Uchiyama et al. 2012) that can
also be attributed to the field-aligned escape.

During earlier, more active stages of acceleration, CRs pre-
sumably fill up both the downstream and upstream regions
near the shock. Meanwhile, the contact discontinuity (CD) be-
hind the cloud of accelerated CRs must have undergone the
Rayleigh–Taylor instability with strong magnetic field enhance-
ment (Gull 1973). The CD expansion at late evolution stages
should thus act as a piston on the previously accelerated CRs.
Note that the CR reflecting piston was already employed in
numerical acceleration schemes, e.g., Berezhko (1996), which
might, however, overestimate the maximum CR energy (Kirk
& Dendy 2001). In the post-acceleration stage, however, given
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SNR 
preferably in 

WR-wind bubble



local supernova nest: 
1 SN per 40 kyr (3-4 times the Galactic rate) 

10-20 SNe from the Pleiades  

origin of harder He spectrum? 
50% fluctuations in B/C < 0.5 Myr because 
of passing C waves from successive SNe 

impact of Local Chimney? 
D⊥ ≠ Ddisc 

need for a local Gal. wind to explain the 
Voyager p spectrum 
B/C hardening ? 
high-Z nuclei: >50% produced locally 
but lower spallation rate inside Belt,  
so heavier nuclei less depleted  

Gould Belt (chimney) complications

Lallement+ ’14; Perrot+Grenier ’03; Pellizza+ ’05

+100 

z 

-150 pc

?

Grenier ‘00

Berghöfer & Breitschwerdt’02

as in Evoli & Yan’14 for the disc

Combet+ ‘05

Büsching+2002

Schlickeiser+ 2014



local supernova nest: 
1 SN per 40 kyr  
3-4 times the Galactic rate 
=> increased ISM turbulence 

Geminga + PSR B0656+14 
HAWC extended sources 
diffusing e+-e- wind 
(3-15) 1027 cm2/s at 100 TeV 
=> D ≈ DISM/100 in the PWN 
or near the pulsars 

Orion blue stream  
in Eridanus superbubble 

Ori OB1a-d + 48 OB stars 
150 to 450 pc,  
1 to 12 or up to 20 Myr 
no CR hardening,  
nor density enhancement  
(stay tuned)

Gould Belt (chimney) complications

Grenier ‘00
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The value of D100 derived from our HAWC observations (4.5±1.2 × 1027 cm2 s−1) is smaller 
by a factor of about 100 than those considered in previous models of electron diffusion 
into the local ISM (5; 6; 7; 8; 24). These other models assumed that D was similar to the 
value inferred from hadronic cosmic rays, which may not be applicable to positrons in the 
local ISM. Spatial inhomogeneities are possible (25), and such a low D could arise from 
additional effects of turbulent scattering (26; 27), for example. Because the angular extent 
of the TeV source is proportional to √𝐷100, a diffusion coefficient larger by a factor of 100 
would result in an angular extent for the source that is larger by a factor of 10, and a 
surface brightness for the same total flux that is smaller by a factor of 100. This would 
make these two sources undetectable by HAWC.  

 
 
Fig. 2: Surface brightness of the tera-electron volt gamma-ray emission. Surface brightness is shown as 
a function of the distance from the Geminga pulsar (A) and PSR B0656+14 (B). The solid line represents the 
best fitting model with a common diffusion coefficient, and the shaded band is the ±1σ statistical uncertainty. 
Error bars are statistical. The distance from each pulsar in parsecs is calculated based on nominal distances 
of 250 and 288 pc for Geminga and PSR B0656+14, respectively (14). 
 
To calculate the positrons that have diffused to Earth, the history of the pulsar’s emission 
must be included because the lifetime of sub-tera-electron volt positrons in the ISM can 
exceed that of the pulsar. Assuming that a pulsar is a pure dipole radiator and hence has 
a braking index of 3, its luminosity L at a time t after its birth is predicted to vary as 
L=L0(1+t/W)-2. We take the characteristic initial pulsar spin-down timescale (W) of 12,000 
years for Geminga (28) and assume it to be the same for PSR B0656+14. The electron 
transport equation is solved using the EDGE code (29) for electron diffusion (12). 
 
Figure 3 shows the expected flux of positrons as a function of energy from Geminga (blue 
line) compared with the measured flux of positrons by AMS-02 in low Earth orbit. The 
positron flux from Geminga exceeds by several orders of magnitude that from PSR 
B0656+14, owing to the combination of Geminga’s greater gamma-ray flux that injects 
more energy into electrons, its older age and its closer distance. We consider the impact 
of different systemic effects (12): if the spectral index of the diffusion coefficient G�were 
smaller, lower energy positrons would diffuse faster; if the characteristic initial spin-down 
timescale W were shorter, the luminosity would have been higher in the past. If the current 
distance were smaller that would not change the local positron flux substantially because 
the true D100 would also have to be smaller (because it is derived from the angular extent 
of the sources). Therefore, in this model, these pulsars do not produce a measurable 
contribution to the positron flux measured by AMS-02 at Earth. Moreover, regardless of 
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consistent with LIS spectrum 
=> diffusion length > arm scale 
comparable in clouds with 103 < M < 8 106 M⨀ 

arm/interarm contrast < 10-20% 
& little relation with SFR  => loose coupling with  
the kpc-scale surface density of gas or SFR 

ok with Dragon-like anisotropic diffusion ?

cosmic rays across spiral arms
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very uncertain in the inner rings !!!

Galactocentric rings

– 13 –

Fig. 3.— Galactocentric annuli of NH i in 1020 cm�2 (left) and W (CO) in K km s�1 (right),

displayed in Galactic plate carrée projection with bin size of 0.�125 ⇥ 0.�125. The square root color

scaling saturates at 100⇥1020 cm�2 for NH i and at 50 K km s�1 for W (CO). The Galactocentric

boundaries for each annulus are written in each panel.
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density gradient flatter than the profile of potential cosmic-ray sources:  
increased δB/B in spiral arms => smaller D// and larger D⟂? large amount of dark gas?  

slight hardening in the inner Galaxy 
γ-ray source contamination? gas closer to CR sources? diffusion D(R, B(R)) variations? 

inner Gal: importance of advection => f(p) closer to injection spectrum 
outer Gal: diffusion-dominated mode f(p) → Q(p)/D(p)

– 47 –
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5 supernova remnants

HII regions

pulsars

normalized proton density

(d)

Fig. 8.— Radial distributions across the Galaxy of (a) the �-ray emissivity per H atom measured at

2 GeV; (b) the proton flux integrated above 10 GV, with the prediction from the GALPROP model
SY Z6R30T 150C2 (solid curve, Ackermann et al. 2012d); (c) the proton spectral index, P2, with

statistical error bars and the prediction for proton rigidities above 1 TV from the same GALPROP

model (solid line) and from Gaggero et al. (2015) (dashed line). In all plots, the horizontal

bars span the radial widths of the gas annuli used for the measurements. The two data points with

smallest Galactocentric radii have large systematic uncertainties (see text). Panel (d) shows the

proton flux integrated above 10 GV, normalized to its value at the Sun Galactocentric radius, with

the star formation rate traced by supernova remnants, H ii regions, and pulsars (Stahler & Palla

2005).
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cosmic rays & γ rays in the Milky Way

open questions: 
SNR shock in ISM vs. 

 in WR+O wind bubble? 

D(E) ? 
D(SFR) ? 

source envt escape? 
superbubble escape? 

super bubble/SNR  
re-acceleration? 

Gal. wind impact? 
diffusive ISM re-accel? 

Gould Belt impact? 

hidden grammage?

CR halo

ECR-2.1

D∝ECR -0.333 ± 0.014  (B/C) to  
Ep,He -0.46 ± 0.07 & EA -0.38 ± 0.02 (obs+Galprop)

ECR-2.7
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starburst galaxies

Ackermann+ ’12, 
ApJ 755, 164


