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Introduction 
!
!
Diffusive Shock Acceleration (DSA) process  
assumed to work at nonrelativistic shocks  
of young SNRs and provide the main part  
of Galactic cosmic-ray flux. 
!
!
!
Today’s topic: 
nonrelativistic perpendicular high Mach number collisionless shocks  

  - nonlinear shock structure  
  - cyclic shock self-reformation  
  - shock rippling 
  - electron injection !

young SNR connection (MA~10-150, 𝜷 <1) 
!!
 Wieland et al. 2016, ApJ, 820:62 
 Bohdan et al., 2017, ApJ, 847:71

HESS:	SNR	RX	J1713.7	

injection



• Fully self-consistent description of collisionless plasma:!
- Vlasov equation (kinetic theory; time evolution of particle distribution function f(x,v,t)  

in phase-space) + Maxwell’s equations!
!
• Particle-In-Cell modeling - an ab-initio method of Vlasov equation solution through:!

- integration of Maxwell’s equations on a numerical grid!
- integration of relativistic particle equations of motion in collective self-consistent EM field  
 
 

 
 

 
 
 
 
 
 
 
 
 
 

Particle distribution function represented by macroparticles on a numerical grid.  
(Macroparticles represent a small volume of particle phase-space; equations of motion as for realistic particles)

Method of Particle-In-Cell Simulations



PIC Numerical Model
Definition of plasma:  !
!
Typical astrophysical system ND >> 1  (e.g. ionosphere ND~104)!
!
Basic plasma condition:!
!
!
                                                      Is ND~10 enough? How else obtain                 ?!
!
!
!
• numerical grid for EM fields!
• finite-size particle shape model - effective elimination  

of short-range forces 
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FIG. 3: Geometry of an ideally perpendicular supercritical shock showing the field structure and sources of free energy. The shock is a
compressive structure. The profile of the shock thus stands for the compressed profile of the magnetic field strength |B|, the density N ,
temperature T , and pressure NT of the various components of the plasma. The inflow of velocity V1 and outflow of velocity V2 is in x

direction, and the magnetic field is in z direction. Charge separation over an ion gyroradius r

ci

in the shock ramp magnetic field
generates a charge separation electric field E

x

along the shock normal which reflects the low-energy ions back upstream. These ions see
the convection electric field E

y

of the inflow, which is along the shock front, and become accelerated.The magnetic field of the current
carried by the accelerated back-streaming ions causes the magnetic foot in front of the shock ramp. The shock electrons are accelerated

antiparallel to E

x

perpendicular to the magnetic field. The shock electrons also perform an electric field drift in y-direction in the
crossed E

x

and compressed B

z2 fields which leads to an electron current j

y

along the shock. These di↵erent currents are sources of free
energy which drives various instabilities in di↵erent regions of the perpendicular shock.

Figure 3 shows a sketch of some of the di↵erent free-energy sources and processes across the quasi-perpendicular
shock. In addition to the shock-foot current and the presence of the fast cross-magnetic field ion beam there, the
shock ramp is of finite thickness. It contains a charge separation electric field E

x

which in the supercritical shock is
strong enough to reflect the lower energy ions. In addition it accelerates electrons downstream thereby deforming the
electron distribution function.

The presence of this field, which has a substantial component perpendicular to the magnetic field, implies that
the magnetized electrons with their gyro radii being smaller than the shock-ramp width experience an electric drift
V

ye

= �E

x

/B

z2 along the shock in the ramp which can be quite substantial giving rise to an electron drift current
j

ye

= �eN

e,rampV

ye
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z2 in y-direction. This current has again its own contribution to the magnetic
field, which at maximum is roughly given by B

z

⇠ µ0jye

�x

n

. Here we use the width of the shock ramp. The electron
current region might be narrower, of the order of the electron skin depth c/!

pe

. However, as long as we do not know
the number of magnetized electrons which are involved into this current nor the width of the electric field region
(which must be less than an ion gyro-radius because of ambipolar e↵ects) the above estimate is good enough.

The magnetic field of the electron drift current causes an overshoot in the magnetic field in the shock ramp on the
downstream side and a depletion of the field on the upstream side. When this current becomes strong it contributes
to current-driven cross-field instabilities like the modified two-stream instability.

Finally, the mutual interaction of the di↵erent particle populations present in the shock at its ramp and behind
provide other sources of free energy. A wealth of instabilities and waves is thus expected to be generated inside the
shock. To these micro-instabilities add the longer wavelength instabilities which are caused by the plasma and field
gradients in this region. These are usually believed to be less important as the crossing time of the shock is shorter
than their growth time. However, some of them propagate along the shock and have therefore substantial time to

Nonlinear perpendicular high MA shock structure

B☉

Treumann & Jaroschek (2008) 

• portion of incoming ions reflected from the shock-potential electric field !
• reflected ions accelerated in the upstream convection electric field (grad-B drift)



Structure of a high MA shock 

Forward shock at t=4.8 Ωi-1

By
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PIC simulations: 
Wieland et al. (2016); MA=28

overshoot

ramp

foot

• structure governed by ion reflection !
• gyrating reflected ions excite ion beam 

Weibel-type instability that generates 
magnetic filaments in the shock ramp !

• interaction between reflected ions and 
incoming electrons leads to electrostatic 
Buneman instability in the shock foot



• cyclic shock self-reformation caused 
by non-steady dynamics of ion 
reflection from the shock and 
governed by the physics of current 
filament mergers in the shock ramp 

!
• period of ~1.5 Ωi-1 
!
• electron injection efficiency time-

dependent

Ex

Bz

Ne

Shock reformation… 

shock rest frame



Shock reformation… and rippling 
!
• spatial (~20 λsi) and temporal 

scales given by gyro-motion 
of the shock-reflected ions 
spatially modulated along the 
shock surface (Burgess & Scholer 
(2007) for low-Mach-number shocks) 

!
• enhanced localized electron 

heating and acceleration 
should occur 

!
• rippling on scales of a few λsi, 

driven by ion temperature 
anisotropy (AIC) in the shock 
ramp not observed



Electron injection 

• electron shock-surfing acceleration (SSA) 
- stochastic acceleration of particles trapped 
in strongly nonlinear electrostatic Buneman 
waves 
- electrons escaping upstream further  
  accelerated in the motional electric field 

!
• both instability and trapping conditions 

need to be met !
• acceleration efficiency strongly depends 

on dimensionality effects

Matsumoto	et	al.	2013

Ex

Ey

electrons

trapping for EB≫cB0

instability for 𝛥V>vthe



2D PIC simulations of perpendicular shocks 

Simulations with different magnetic field geometry: 
  𝞅 = 0o - in-plane 
  𝞅 = 45o 
  𝞅 = 90o - out-of-plane 

!
              MA=32, Ms=1550 (50) Bohdan et al. (2017) 



Electron injection at a perpendicular shock  
in two dimensions:  

!
effects of the choice of a 2D simulation plane 

• work building up on results by Hoshino & Shimada (2002), Amano & Hoshino (2009 a,b), 
Matsumoto, Amano & Hoshino (2012, 2013), Matsumoto et al. (2015), Wieland et al. (2016), ++



𝞅=90o"

out-of-plane

• double interaction with Buneman waves (red and violet particles) followed by adiabatic 
acceleration in the shock ramp through grad-B drift



• interaction with Buneman waves (red and violet particles) followed by non-adiabatic 
acceleration in collissions with moving magnetic structures

𝞅=45o"

(and 𝞅=0o)



• magnetic reconnection takes place in current sheets within filamentary shock transition and 
downstream. As a result, magnetic islands are formed along current sheets. !

• turbulent reconnection observed only for in-plane (0o) and oblique (45o) configurations !
• the process is intermittent, effectiveness vary with the phase of cyclic shock reformation !
• additional electron energization occurs (Matsumoto et al. 2015) - see talk by A. Bohdan

Spontaneous turbulent reconnection 

𝝑=45o ~0.4Ω-1



variations in the nonthermal fraction in the downstream region.
They reflect variations in both the bulk temperature and the
number of high-energy electrons that do not coincide. In panel
(c) we present profiles (averaged over y-direction) of the
nonthermal electron fraction in run A2 at times t 5.625 i

1� 8�

(blue) and at t 8.125 i
1� 8� (red). One can see four maxima in

the nonthermal fraction (around x 112, 124, 141siM � , and
152) for the red line that trace back to passage through the most
intense electrostatic-wave field in the foot region. The blue line
displays the nonthermal fraction at an earlier time
(t 5.625 i� 8 ), and we note that the nonthermal fraction at a
fixed location was higher at earlier times, indicating a decrease
over time of the abundance of pre-accelerated electrons in the
downstream region. We observe the same trend for run B,
which may explain the marginal nonthermal population found
in the far-downstream region in the simulation of Wieland et al.
(2016). It is remarkable that we do not observe a similar loss of
nonthermal electrons in the simulation with the out-of-plane
magnetic field (Figure 15(e)). There the amplitude of variations
in temperature and electron density is also larger and somewhat
correlated, which suggests that homogenization is not as
efficient as for runs A and B.

3.4.5. Spectra in the Downstream Region

We conclude the presentation of our results with the energy
spectra of electrons in the downstream region. For that purpose
we chose a region behind the overshoot that contains particles
processed over two cycles of the shock reformation. The extent
of this region is v2 1.55 25i

1
sh siMq 8 q� � for runs A/B and

37.5 siM for run C (recall that the shock speed is higher in
run C).

Electron spectra for the in-plane ( 0K � n), 45K � n, and the
out-of-plane ( 90K � n) configuration of the magnetic field and

0.5pC � are presented in Figure 16(a). In all of the simulations
we observe electrons with Lorentz factors up to 9H x . The
main difference between the spectra is at low energies, where
we can fit relativistic Maxwellians to represent the bulk of
electrons, shown here with dashed lines. Note the variation in
the plasma temperature that results from the choice of the
magnetic-field configuration. In the lower panel (b) of
Figure 16 we display spectra in energy scaled to the plasma
temperature. Whereas for 0K � n and 45° we find almost
indistinguishable spectra in rescaled energy, those for run C
with the out-of-plane field feature a much more pronounced
spectral tail.

Table 2 summarizes our findings: the downstream temperature,
the nonthermal electron fraction, and the number of energetic
electrons are presented for all runs. Note that beside the fit
uncertainty in the temperature, there is a spatial variation of
plasma temperature in the downstream region, and so we consider
the plasma temperature for low and moderate pC the same within
the uncertainties. As was shown in Sections 3.4.1–3.4.3, the
number of pre-accelerated electrons and the final abundance of
nonthermal electrons depends on the efficiency of acceleration by
the Buneman waves. The electron temperatures are higher by a
factor 2–4 than those predicted by the Rankine–Hugoniot jump
conditions, indicating that significant bulk heating has occurred
(compare Matsumoto et al. 2012).

It is remarkable that there is no direct relation between large-
amplitude electrostatic field and the fraction of nonthermal
electrons. While the uncertainties in the determination are
sizable, we find a higher nonthermal fraction for moderate- pC

shocks, whatever the orientation of the large-scale magn-
etic field.
We do observe a correlation between the abundance of

strong electrostatic field and the presence of a high-energy tail
in the final downstream spectrum, expressed as either the
maximum energy or the number of high-energy electrons with

3H � . For the number of high-energy electrons one can find
the same trend in all simulations: if the number of grid points
with high-amplitude electrostatic field, N E B0.5es es 0�( ), is
high, then the number of high-energy electrons, N 3e H �( ), is
also high. Comparing shocks propagating in the cold and the

Figure 16. In the top panel (a) we show electron spectra in the downstream
region of the moderate- pC shocks. The dashed lines represent fits of a
relativistic Maxwellian to the low-energy spectra. The bottom panel (b)
displays the distribution in rescaled energy in units of the downstream
temperature. Blue lines correspond to run A2, green curves to run B2, and red
curves to run C2.

Table 2
Downstream Spectra Parameters

Run j pC NTEF (%) N 3 %e H �( )( ) kT mc2

A1 0° 0.0005 0.2±0.1 0.1 0.053
A2 0° 0.5 0.7±0.1 0.06 0.043

B1 45° 0.0005 0.2±0.1 0.11 0.054
B2 45° 0.5 0.5±0.1 0.1 0.049

C1 90° 0.0005 4±1 0.12 0.032
C2 90° 0.5 7±1 0.3 0.03

Note. Comparison of the characteristics of the energy distribution of electrons
in the downstream region of all six simulated shocks. NTEF denotes the
nonthermal electron fraction.

14

The Astrophysical Journal, 847:71 (17pp), 2017 September 20 Bohdan et al.

Electron acceleration efficiency

• acceleration most efficient for  
out-of-plane magnetic field configurations !!
• spectra vary with the phase of the cyclic 
shock reformation and plasma beta 𝜷p  
(temperature) !!
• maximum efficiency (nonthermal electron 
fraction) in moderate-temperature plasmas 
(𝜷p=0.5) varies from  
~0.5% for 𝞅 = 0o and 45o   
and ~7% for 𝞅 = 90o 
!
•in cold plasmas (𝜷p≪1) acceleration 
efficiencies a factor of 2-3 smaller

𝞅 = 90o!

45o!
        0o

Downstream electron spectra normalized 
to dowstream temperature:



90o 

45o 

0o 

 
 
 
 

0o    45o    90o 
 
 

Buneman wave structure 

Electrostatic field

Electron density in the shock foot

•   fraction of nonthermal particles 
largely determined in the shock  
foot – wave intensity and structure 
of the Buneman wave zone is  
a  major factor 
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Figure 10. Upstream conditions of Runs A–D and the recent two-dimensional
PIC simulations as a function of the mass ratio and the Alfvén Mach number.
The solid line indicates the marginal condition of Equation (8). Dashed lines
indicate the marginal condition of the Buneman instability (Equation (5)) for
selected βe conditions (βe = 0.5, 4.5, 25).

which is based on the linear and nonlinear theories of cold
plasma, and detailed analysis of the saturation mechanism
of the Buneman instability with finite electron temperature
effects is necessary. Extrapolating from the recent and present
two-dimensional PIC simulations, Figure 10 indicates that the
electron shock surfing acceleration is an effective mechanism
for producing relativistic particles in extremely high Mach
number shocks in SNRs, provided that the upstream electron
temperature is reasonably low.

In addition to the shock surfing acceleration in the foot,
the adiabatic accelerations are found to be effective for the
pre-accelerated, relativistic electrons in the super-high Mach
number shock. The process is a combination of the shock
drift acceleration and the betatron acceleration by the time
variation of the ramp due to the shock reformation process.
Since the mechanism itself is an adiabatic one, the maximum
attainable energy by this process is limited by the amplitude of
the magnetic field at the overshoot:

γ 2
ft

Bft
= γ 2

ov

Bov
, (10)

γov = γft

√
Bov

Bft
, (11)

where the subscripts “ft” and “ov” denote the foot and the
overshoot, respectively. γft is the energy after the shock surfing
acceleration in the foot. The magnetic field strength at the
leading edge of the foot does not strongly depend on the Alfvén
Mach number and our simulation runs exhibit Bft ∼ 2B0, which
agrees with the multi-fluid model of Leroy (1983). In Leroy’s
model, the field strength at the overshoot was also estimated to

leading order as

Bov ∼ αB0M
7
6
A, (12)

where we assume α is a constant. This scaling can be applied to
our simulation runs up to MA = 30; for instance, Bov = 8.0B0
for MA = 14.4 in Run A and Bov = 20.0B0 for MA = 30.0 in
Run C give α ∼ 0.4. Equations (11) and (12) are combined to
give the maximum energy attained by the adiabatic acceleration
around the overshoot as

γov =
√

0.2M
7
12
A γft, (13)

which suggests that the electrons accelerated in the foot can be
further energized by an order of magnitude in extremely high
Mach number shocks in SNRs. Note, however, that the high
energy particles reside in the vicinity of the shock surface and
their energy decreases as they are transmitted in the downstream
far away from the overshoot owing to the conservation of the
magnetic moment. Non-adiabatic processes, such as a pitch
angle scattering of the particles by electromagnetic waves at the
shock surface, are necessary in order to observe the relativistic
electrons in the entire downstream region.

In our two-dimensional purely perpendicular shock simula-
tions with the out-of-plane magnetic field configuration, only
drift waves along the shock surface are allowed to exist. Growth
of the drift waves (e.g., the lower hybrid drift instability) is
observed in the super-high Mach number shock (not shown);
however, relationships between the waves and the electron heat-
ing or acceleration were not clearly found in the present study.
A similar point of view must be introduced if one examines
the in-plane magnetic field configuration in which electromag-
netic waves are allowed to propagate along the shock surface. In
supercritical shocks, two-dimensional hybrid simulations have
revealed ion-scale rippled structures at the shock surface asso-
ciated with strong electromagnetic perturbations, and the ripple
is observable only in the in-plane magnetic field configuration
(Lowe & Burgess 2003; Burgess 2006). In this case, the an-
gle between the shock normal and the magnetic field direction
changes locally, thereby, the reflection rate of the ions is en-
hanced in some locations feeding more energy to the Buneman
instability. Such a connection between the rippled shock struc-
ture and the electron acceleration has been reported (Umeda
et al. 2009). The discussions are, however, limited in relatively
low Alfvén Mach number and small mass ratio cases, and un-
derstanding how the ion-scale rippled structure and the electron-
scale Buneman instability coexist in high Mach number shocks
remains the next step.

Note that a two-dimensional simulation can deal with either
the two-dimensional electron surfing acceleration in the out-of-
plane magnetic field configuration or the rippled structure in the
in-plane configuration. In the latter case, the surfing acceleration
occurs one dimensionally and the electrons cannot escape
from the trapping region. The acceleration efficiency will be
different from the present out-of-plane case. Therefore, a unified
understanding of electron accelerations in high Mach number
shocks will be made possible only by a three-dimensional PIC
simulation, which will be reported in the near future by virtue
of a peta-scale supercomputer system.

This work was supported by Grant-in-Aid for Research
Activity Start-up KAKENHI (23840047). Numerical compu-
tations were partly carried out on Fujitsu FX1 at JEDI of
Japan Aerospace Exploration Agency (JAXA), Fujitsu HX600
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Figure 9. Energy spectra of the electron in the downstream region. The results are compared for (a) Run A (green), Run B (magenta), and Run C (black); and (b) Run
C (black) and Run D (cyan). Dashed lines are fitted Maxwell distributions.
(A color version of this figure is available in the online journal.)

shown in Figure 8(d). The amplitude of the electrostatic field
is so weak (|Eest|/B0 ∼ 0.5) that any coherent waves are not
recognized out of the thermal noise of the hot electron. As in
the case of Run B, the non-thermal electrons are hardly found
in the downstream.

4.4. Energy Spectra in the Downstream Region

We summarize our simulation runs by showing the energy
spectrum of the electron in the downstream region. Particles are
sampled in a rectangular region of 0.7 V0/Ωgi × Ly behind the
overshoot. Figure 9(a) compares the results from Runs A–C.
The energy spectrum in Run C exhibits a high energy tail that
deviates from the thermal population and reaches γ ∼ 9, as is
shown in Figure 3. Similar non-thermal electron production
is observed in Run A, in which the Buneman instability is
highly activated at the edge of the foot as well. These simulation
runs satisfy the trapping condition of Equation (6). When the
trapping condition does not hold by increasing the mass ratio, the
non-thermal population is significantly reduced. This is clearly
seen in Run B when compared with Run A. It is also notable
that fitted Gaussian profiles give the electron temperatures of
Te/mc2 = 0.062 for Run A and Te/mc2 = 0.033 for Run
B. Although the Mach number is the same in both runs, the
downstream condition is greatly altered by the activity of the
Buneman instability in the foot, which heats the electrons
perpendicular to the magnetic field.

Figure 9(b) shows the effect of the upstream electron tem-
perature on the non-thermal electron production by comparing
the results from Runs C and D. Even though both the unsta-
ble and trapping conditions are satisfied in Runs C and D, the
non-thermal population in the downstream in Run D is also sig-
nificantly reduced. Thus, the upstream electron temperature (βe)
must be another important parameter that determines the effi-
ciency of the electron accelerations. The fitted Gaussian profile
for Run D gives the electron temperature of Te/mc2 = 0.11,
which is slightly smaller than in Run C.

In Table 1, the results are summarized in relation to the
upstream conditions.

5. SUMMARY AND DISCUSSION

We have examined electron acceleration mechanisms at high
Mach number shocks by means of two-dimensional PIC simu-
lations with various ion-to-electron mass ratios, Alfvén Mach

numbers, and the upstream electron βe. We found electrons
are effectively accelerated at a super-high Mach number shock
(MA ∼ 30) with a mass ratio of M/m = 100 and βe = 0.5.
The electron shock surfing acceleration is found to be an ef-
fective mechanism for accelerating the particles toward the
relativistic regime even in two dimensions with a large mass
ratio. The Buneman instability in the super-high Mach num-
ber shock resulted in a coherent electrostatic potential structure
which enabled efficient trapping of the electrons. While multi-
dimensionality allows the electrons to escape from the trapping
region, they can interact with the strong electrostatic field several
times. This multiple interaction enables effective shock surfing
accelerations, as has been found in the small mass ratio case
(Amano & Hoshino 2009a).

The conditions of the electron shock surfing accelera-
tion toward the relativistic regime have been derived from
one-dimensional arguments (Papadopoulos 1988; Cargill &
Papadopoulos 1988; Ishihara et al. 1980). Those simple esti-
mations still hold in the present two-dimensional simulations,
as summarized in Figure 10. While our four simulation runs
all satisfy the unstable condition of the Buneman instability
(dashed lines), the shock surfing acceleration becomes effective
in two simulation runs (denoted by “Run A” and “Run C” in
Figure 10) whose upstream conditions are also well above the
trapping condition of the electron (solid line). A similar aspect
holds in recent two-dimensional PIC simulations with parame-
ters different from those in our simulation runs. For example,
the electron shock surfing acceleration does not play an im-
portant role in producing non-thermal electrons in shocks with
MA = 7, M/m = 100, 400, and βe = 0.5 in which the trapping
condition is not met (Riquelme & Spitkovsky 2011).

An exception was found for high electron βe cases. In our
high βe run (denoted by “Run D” in Figure 10), the Buneman
instability is destabilized in the foot region. However, its peak
amplitude is not so large that electrons can escape from the
trapping region before reaching the relativistic regime. A similar
conclusion was also drawn by Kato & Takabe (2010), in
which MA ∼ 130, M/m = 30, and βe = 26 are used (see
also Figure 10). Although their linear analysis revealed that
the foot region in their simulation result was unstable due to
the Buneman instability, the resultant energy spectrum in the
downstream region was almost Maxwellian, like what we see
in our high βe run. These results indicate that we cannot simply
understand the high electron βe simulations from Figure 10,
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Table 1
Upstream Conditions of Simulation Runs and Resultant Electron Accelerations

MA M/m βe ωpe/Ωge Equation (5) Equation (8) Ele. Accel.

Run A 14.4 25 0.5 10 2.1 10.3 BI
Run B 16.2 100 0.5 10 4.2 25.8 Weak
Run C 30.0 100 0.5 10 4.2 25.8 BI + adiabatic
Run D 30.0 100 4.5 10 12.7 25.8 Weak

n0 is the number density in the upstream region (40 particles per
cell). The notations c and q, respectively, represent the speed
of light and elementary charge. The grid size ∆h and the time
step size ∆t are set as ∆h = λD and ωpe∆t = 0.025, where
λD =

√
Te/4πn0q2 is the Debye length in the upstream region,

Te is the electron temperature, and ωpe =
√

4πn0q2/m is the
electron plasma frequency. In the following, we use the units of
Ω−1

gi , c/ωpi , n0, B0, c, and mc2 for time, space, number density,
electromagnetic fields, velocity, and energy, respectively, unless
otherwise stated.

We carry out several runs with various ion-to-electron mass
ratios (M/m), the Alfvén Mach numbers (M̂A = V0/VA),
and the electron plasma βe = 8πn0Te/B

2
0 , while the ratio

of the electron plasma to gyro frequencies (ωpe/Ωge) and
the temperature ratio of the ion to the electron (Ti/Te) are
fixed to ωpe/Ωge = 10.0 and Ti/Te = 1, respectively. Two
simulation runs use the mass ratios of 25 and 100 for fixed
values of M̂A = 10 (respectively, MA ∼ 14 and 16 in the
shock rest frame) and βe = 0.5 in order to examine the mass
ratio dependence of the electron acceleration (Runs A and B).
Parameters in Run A are the same as those used by Amano &
Hoshino (2009a). Another simulation run uses M/m = 100
with M̂A = 20 (MA ∼ 30) for comparison with the lower
Alfvén number cases (Run C). We also examine a hot electron
case with βe = 4.5 for comparison with the high Alfvén Mach
number and a lower electron temperature case (Run D). We
examine in total four simulation runs (Runs A–D) with various
MA, M/m, and βe to assess the importance of these parameters to
electron acceleration mechanisms. The upstream parameters of
the four simulation runs are summarized in Table 1. The largest
computational resources are used in Run C, in which 5 × 109

particles are followed in a simulation domain with 24001×1024
grid points.

4. SIMULATION RESULTS

4.1. Electron Acceleration in Run C

4.1.1. Overview of 2D Shock Structure

We first present an overview of a two-dimensional perpen-
dicular shock structure in Run C in which the maximum energy
gain of the electron was observed. In the following results, the
data at a time of ΩgiT = 6 are used, after which the energy spec-
trum of the electron in the downstream region is not significantly
changed.

Figure 1(a) shows a two-dimensional spatial profile of the z
component of the magnetic field. The structure is characterized
by the foot region, which extends from X = 63 c/ωpi to
the ramp and the overshoot around X = 74 c/ωpi , and the
downstream region in X > 74 c/ωpi . The width of the foot
(the shock transition region) is well scaled by the gyroradius
of the reflected ion (L ∼ 0.7 V0/Ωgi) (Leroy 1983; Shimada
et al. 2010).

Figure 1(b) shows the phase space plot for ions. The ions in the
foot consist of the incoming cold population and the relatively
hot ion moving toward the upstream region, which is specularly
reflected by the shock potential at X ∼ 74 c/ωpi . At the leading
edge of the reflected ion, electrons are preferentially accelerated
immediately after entering the foot as seen in the energy–space
diagram in Figure 1(c). Just behind the region around X ∼
63 c/ωpi , the maximum energy of the electrons increased to
γ ∼ 2. They are then further heated in X > 66.5 c/ωpi in the
foot. In the vicinity of the overshoot, the electron energy again
increased up to γ ∼ 9.

Zoomed-in spatial profiles surrounded by the white dashed
line in Figure 1(a) are shown in Figures 1(d) and (e). At the
edge of the foot, we can identify fine scale structures of the
electron number density in Figure 1(d), whose spatial size is
much smaller than the ion inertia scale, i.e., the electron scale
that is embedded in the MHD scale shock structure. This fine
structure is accompanied by electrostatic fields. Figure 1(e)
shows the electrostatic field strength |Eest| = | − ∇φ| given by
solving the Poisson equation of ∇2φ = −∇ · E. The amplitude
reaches twice as large as the background magnetic field (B0),
which is much larger than the upstream convective electric
field |Ey/B0| = V0/c = 0.2. Coherent wave trains lie in
the x–y plane rather than exhibiting two-dimensional isolated
structures (Amano & Hoshino 2009a). This strong electrostatic
field at the edge of the foot is caused by a linear instability
between the incoming electron and the reflected ion, which
one usually refers to as Buneman instability. The Buneman
instability heats the electrons perpendicular to the magnetic field
and sets a favorable condition for the ion-acoustic instability,
which further energizes the electrons in X > 66.5 c/ωpi in the
foot.

In order to identify the instability in the two-dimensional
plane as the Buneman instability, we focus on the closed-up
region of interest in Figures 1(d) and (e). Figure 2(a) shows the
zoomed-in profile of the electrostatic potential energy qφ. In
this region, the cold upstream and the reflected gyrating ions
constitute the distribution function shown in Figure 2(b). The
number of reflected ions with respect to the upstream population
is nr/n0 = α = 0.22 as expected in previous high Mach number
shock simulations (Leroy et al. 1982; Leroy 1983).

The relative drift speed between the two populations is
∆V ∼ 0.4c. This velocity difference is much larger than the
upstream electron thermal speed of 0.07c, thus satisfying the
unstable condition of the Buneman instability (Equation (5)).
Figure 2(c) shows the Fourier amplitude of the electrostatic
potential of Figure 2(a) in the kx–ky space in which a Hann
window is applied in the x-direction. One can identify a strong
peak appearing around (kx, ky) = (0.6, 0.3) ωpe/∆V . This peak
corresponds to the coherent wavy structure that obliquely lies in

the x–y plane, and |k| =
√

k2
x + k2

y = 0.7 ωpe/∆V agrees with

the fastest growing mode at kx∆V/Ωpe ∼ 1 predicted by the
linear analysis of the Buneman instability (Amano & Hoshino
2009b).

4.1.2. Electron Acceleration Mechanisms

In Run C, a high energy tail of the electron energy distribution
function which extends to γ ∼ 9 is observed. Figure 3 shows
the energy spectra of the electron in the foot and downstream
regions. Particles are sampled in regions 64 c/ωpi ! X !
71 c/ωpi for the foot spectrum and 74 c/ωpi ! X ! 88 c/ωpi

for the downstream spectrum. In the foot region, non-thermal

3

trapping condition  
(linear theory, cold plasma, out-of-plane mf

simulations by Bohdan et al. (2017a,b)

!
• SSA inefficient in high 𝛽 plasmas - linear 

theories of the Buneman instability in cold 
plasmas do not apply



Electron injection in three dimensions



3D3V, MA=20.8, Ms=22.8, 𝜗=74.3o, mi/me=64, 𝛽=1

3D PIC simulation of a quasi-perpendicular  
subluminal shock 

Matsumoto et al. (2017) 

M=m ¼ 64 and the upstream plasma β ¼ 1, which is
equally shared by ions and electrons (βi ¼ βe ¼ 0.5).
The upstream magnetic field has the x- and z-components
B0 ¼ ðB0x; 0; B0zÞ, such that the shock angle becomes
tan−1ðB0z=B0xÞ ¼ ΘBn

¼ 74.3° and the upstream motional
electric field has only the y-component as E0y ¼ −V0B0z=c
with c being the speed of light. The resulting sonic (Alfvén)
Mach number reached Ms ∼ 22.8 (MA ∼ 20.8) with a
nonrelativistic upstream velocity of Vup=c ∼ 0.26measured
in the shock-rest frame. Thus, the generated shockwave
falls into the subluminal shock where tan−1ðc=VupÞ > ΘBn

.
The electron inertia length c=ωpe is resolved with 20
computational cells, and one numerical time step resolves
0.025ω−1

pe , where ωpe is the electron plasma frequency in
the upstream region. The simulation domain size in the
x-direction (Lx) expands as the shockwave propagates,
while the shock front spans 4.8 times the ion inertia length
(λi) wide in the y- and z-directions. We discuss space and
time in units of the ion inertia length and inverse the ion
gyro frequency (Ω−1

gi ) in the upstream region, and particles’
momentum and energy in the shock-rest frame. Twenty
particles per cell per species were used in the upstream
region. In total, one trillion particle motions were followed
in the simulation domain with 8800 × 768 × 768 computa-
tional cells in the latest time development. Such computa-
tionally demanding simulations were made possible by
using 9216 nodes (73,728 processor cores) and 100 TB of
physical memory on the Japanese K computer.
Figure 1 shows a 3D shock structure in a fully developed

stage after initiation. Electron-scale coherent structures
were found to persist during the simulation run, as can
be seen from the stripes of electron density at the leading
edge of the shock (8 < x < 10) in Fig. 1(a). The shock
transition (foot) region (0 < x < 6) was dominated by the
ion-Weibel instability because of an interaction between
the upstream and reflected ions, resulting in rib structures
[Fig. 1(a)] and strong magnetic turbulence [Fig. 1(b)]. The
y-component of the magnetic field is a component newly
generated by the instability and is further amplified up to
20 times the upstream value by the shock compression, as
are the other x- and z-components.
To understand how electrons are accelerated by interact-

ing with such coherent and turbulent structures, we selected
about 107 tracer particles self-consistently solved in the PIC
simulations. They initially shared the same x coordinates
within a cell width in the upstream region at time T ¼ 6.8
in the fully developed stage. The particle’s motion was
recorded every 5ω−1

pe until the majority were transmitted
downstream at T ¼ 8.8. The time histories of position,
energy, and momentum of the most energetic electron in the
final time of tracking are presented in Fig. 2.
At the leading edge, electron-scale, coherent electrostatic

waves are excited with amplitudes of jEj > B0 [Fig. 2(a)],
as is also seen in the electron density profile. The Buneman
instability is driven unstable because of the interaction

between the upstream electrons and the reflected ions in
this region to produce the large-amplitude waves. The
wave front is oblique to the x-axis in the x-y plane,
reflecting the gyrating motion of the reflected ion. There
is no characteristic structure in the z-direction, indicating
that the most unstable mode lies in the two-dimensional
(2D) plane. The selected electron orbit in Fig. 2(a)
showed an abrupt change in motion when it entered
this Buneman-destabilized region. The particle was then
accelerated in the direction opposite to the motional
electric field in the y-direction while being trapped by
the electrostatic wave front. This picture is essentially the
same as the electron SSA in 2D as previously reported
[28–30], which is surprising because the coherent poten-
tial structure persists even in the 3D system in which the
Buneman instability can excite, in general, many oblique
modes. Note also that the Buneman and ion-Weibel
instabilities can coexist in different regions. This allows
the coherent SSA to operate virtually without any
interference from the Weibel magnetic turbulence.

FIG. 1. The 3D structure around the shock front (x ¼ 0)
obtained at time T ¼ 7.62 from the initiation of the experiment.
The structures of (a) the electron density and (b) the y-component
of the magnetic field are visualized by a volume rendering
technique with cross-sectional profiles in the x-y (z ¼ 0) and x-z
(y ¼ Ly) planes. The quantities and the spatial scale were
normalized to the upstream values and upstream ion inertia
length, respectively. Videos of time evolution corresponding to
(a) and (b) are provided as Supplemental Material [35].
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• Buneman and Wiebel instabilities 
coexist in different regions  
of the shock transition

coherent electrostatic structures 
in the shock foot  (|E|>B0)

strong ion-Weibel turbulence in the shock ramp



After experiencing the SSA, the particle can be further
energized by interacting with the turbulent fields around the
shock front. As the particle’s gyro radius becomes com-
parable to the size of the magnetic irregularities with a
typical scale of the ion inertia length, the preaccelerated
electron does not follow simple E × B or gradient-jBj drift
motions. Rather, it undergoes strong pitch-angle scattering
by the magnetic turbulence [Fig. 2(b)].
Figure 2(c) shows the energy (Lorentz factor γ) history of

the particle. The Lorentz factor initially increased with
Δγ ∼ 1 during the SSA at the leading edge (7 < x < 8.5),
followed by convective transport towards the shock front.
As the particle approaches the shock front, the energy again
increases continuously while being diffused spatially in the
x-direction around the shock front. The time evolution in
the momentum space in Fig. 2(d) characterizes aspects
of these acceleration processes. During 6.9 < T < 7.3,
the momentum increases preferentially in a direction
perpendicular to the magnetic field, reflecting direct accel-
eration by the motional dc electric field during the SSA.
The particle is then scattered in the momentum space.
The pitch-angle scattering becomes stronger as the

particle approaches the shock front, and the momentum
increases in both the parallel and perpendicular directions
in 7.5 < T < 8.8.
Here we take a statistical approach to understand the

overall acceleration history. We selected a population
consisting of the top 1000 highest-energy electrons at
the final tracking time, termed the “most energetic par-
ticles.”We also randomly sampled 1000 electrons from the
rest of the tracer particles called thermal particles. Next we
analyzed the histories of those particles in phase space
(position and velocity) during the tracking time. Figure 3(a)
shows the probability distribution in the phase space for the
most energetic particles. At first, the particles experienced
an energization after passing the Buneman-destabilized
region at the leading edge (7 ≤ x ≤ 9), in contrast to a faint
thermalization of the thermal particles (black line).
The surfing-accelerated particles can be further accel-

erated as they approach the shock front. They attain
energies mostly in the foot region in 0 ≤ x ≤ 4, as shown
by the particle’s orbit in Fig. 2(c). During the second
acceleration stage, the most energetic particles drift on
average in the positive y-direction opposite to the motional
electric field direction. Figure 3(b) shows the average

(a)

(c) (d)

(b)

FIG. 2. (a) The selected electron’s position at T ¼ 7.0 is shown
with a magenta sphere with grey lines and spheres projected onto
the profiles of the x-component of the electric field in the (z ¼ 0)
and x-z (y ¼ Ly) planes. The trajectory back in 7.5Ω−1

ge , where
Ωge is the upstream electron gyro frequency, is expressed by
magenta spheres with a gradual decrease in opacity. (b) Electron
trajectory at T ¼ 8.1 is in the same format as (a), but with the
y-component of the magnetic field profiles. (c) Particle energy
(Lorentz factor γ − 1) history as a function of distance in the
x-direction from the shock front location. The color of the line
corresponds to the time shown in the color bar. (d) Time history of
the particle’s momentum with respect to the local magnetic field
direction. Videos of the electron’s orbit corresponding to (a) and
(b) are provided as Supplemental Material [35].

(a)

(c) (d)

(b)

FIG. 3. (a) Probability distribution in the phase space (position
in x and energy) for the most energetic particles during tracking in
6.8 < T < 8.8. The probability is color coded on a logarithmic
scale. The average values for the thermal particles are plotted
with error bars representing the standard deviation in each bin.
(b) The average energy of the energetic particles in 0 ≤ x ≤ 4 as a
function of displacement in the y-direction from each particle’s
initial position in the upstream region (Δy). The energy increase
rate from the motional electric field is indicated by the red dashed
line. (c) The first adiabatic invariant of the energetic particles in
0 ≤ x ≤ 4 as a function of Δy normalized to the upstream value
using the bulk speed Vup and the magnetic field strength B0.
(d) Time evolution of the tracer particles’ energy distribution. The
colors of the lines correspond to times in the color bar.
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After experiencing the SSA, the particle can be further
energized by interacting with the turbulent fields around the
shock front. As the particle’s gyro radius becomes com-
parable to the size of the magnetic irregularities with a
typical scale of the ion inertia length, the preaccelerated
electron does not follow simple E × B or gradient-jBj drift
motions. Rather, it undergoes strong pitch-angle scattering
by the magnetic turbulence [Fig. 2(b)].
Figure 2(c) shows the energy (Lorentz factor γ) history of

the particle. The Lorentz factor initially increased with
Δγ ∼ 1 during the SSA at the leading edge (7 < x < 8.5),
followed by convective transport towards the shock front.
As the particle approaches the shock front, the energy again
increases continuously while being diffused spatially in the
x-direction around the shock front. The time evolution in
the momentum space in Fig. 2(d) characterizes aspects
of these acceleration processes. During 6.9 < T < 7.3,
the momentum increases preferentially in a direction
perpendicular to the magnetic field, reflecting direct accel-
eration by the motional dc electric field during the SSA.
The particle is then scattered in the momentum space.
The pitch-angle scattering becomes stronger as the

particle approaches the shock front, and the momentum
increases in both the parallel and perpendicular directions
in 7.5 < T < 8.8.
Here we take a statistical approach to understand the

overall acceleration history. We selected a population
consisting of the top 1000 highest-energy electrons at
the final tracking time, termed the “most energetic par-
ticles.”We also randomly sampled 1000 electrons from the
rest of the tracer particles called thermal particles. Next we
analyzed the histories of those particles in phase space
(position and velocity) during the tracking time. Figure 3(a)
shows the probability distribution in the phase space for the
most energetic particles. At first, the particles experienced
an energization after passing the Buneman-destabilized
region at the leading edge (7 ≤ x ≤ 9), in contrast to a faint
thermalization of the thermal particles (black line).
The surfing-accelerated particles can be further accel-

erated as they approach the shock front. They attain
energies mostly in the foot region in 0 ≤ x ≤ 4, as shown
by the particle’s orbit in Fig. 2(c). During the second
acceleration stage, the most energetic particles drift on
average in the positive y-direction opposite to the motional
electric field direction. Figure 3(b) shows the average

(a)

(c) (d)

(b)

FIG. 2. (a) The selected electron’s position at T ¼ 7.0 is shown
with a magenta sphere with grey lines and spheres projected onto
the profiles of the x-component of the electric field in the (z ¼ 0)
and x-z (y ¼ Ly) planes. The trajectory back in 7.5Ω−1

ge , where
Ωge is the upstream electron gyro frequency, is expressed by
magenta spheres with a gradual decrease in opacity. (b) Electron
trajectory at T ¼ 8.1 is in the same format as (a), but with the
y-component of the magnetic field profiles. (c) Particle energy
(Lorentz factor γ − 1) history as a function of distance in the
x-direction from the shock front location. The color of the line
corresponds to the time shown in the color bar. (d) Time history of
the particle’s momentum with respect to the local magnetic field
direction. Videos of the electron’s orbit corresponding to (a) and
(b) are provided as Supplemental Material [35].

(a)

(c) (d)

(b)

FIG. 3. (a) Probability distribution in the phase space (position
in x and energy) for the most energetic particles during tracking in
6.8 < T < 8.8. The probability is color coded on a logarithmic
scale. The average values for the thermal particles are plotted
with error bars representing the standard deviation in each bin.
(b) The average energy of the energetic particles in 0 ≤ x ≤ 4 as a
function of displacement in the y-direction from each particle’s
initial position in the upstream region (Δy). The energy increase
rate from the motional electric field is indicated by the red dashed
line. (c) The first adiabatic invariant of the energetic particles in
0 ≤ x ≤ 4 as a function of Δy normalized to the upstream value
using the bulk speed Vup and the magnetic field strength B0.
(d) Time evolution of the tracer particles’ energy distribution. The
colors of the lines correspond to times in the color bar.
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• first-stage acceleration via SSA !
• subsequent continuous acceleration through pitch-angle scattering by magnetic turbulence  !
• average energy gain through drift in motional electric field (as in SDA) but process is 

nonadiabatic - stochastic SDA !
• supra-thermal tails evolves with time to higher energies

Sample energetic particle Ensamble of energetic particles



• systems lacking either SSA or Weibel turbulence cannot provide efficient  
supra-thermal particle production !

• magnetic reconnection in the Weibel turbulence not observed - too small MA (mass ratio)  !
• following acceleration through scattering on self-generated waves excited upstream by 

accelerated electrons? 

energy of the energetic particles in 0 ≤ x ≤ 4 as a function
of each particle’s displacement in the y-direction from the
initial position in the upstream region (Δy). The energy
monotonically increases as the particles drift in the þy-
direction at a rate expected from the motional electric field
E0 and Δy, i.e., Δγ ¼ eE0yΔy=mc2 (red dashed line),
where e is the elementary charge, showing that the energy
gain itself is the same as the SDA.
The major drawback of the SDA is the limited accel-

eration time determined by the adiabaticity of the particle’s
trajectory. A particle must escape from the shock transition
region after a finite period of time, which terminates the
acceleration process. On the other hand, in the presence of
scattering, the stochasticity may allow the energetic par-
ticles to be confined and accelerated within the acceleration
region much longer than expected according to the adia-
batic theory. To check this hypothesis, we analyzed the
history of the first adiabatic invariant μ ¼ p2

⊥=2mjBpj
during the second acceleration stage, where p⊥ is the
particle’s perpendicular momentum with respect to the
local magnetic field direction Bp, as shown in Fig. 3(c).
First, the invariant increases by a factor of ∼15 from the
initial value via the SSA. Second, the invariant increases
monotonically as the particles drift in the þy-direction in
0 ≤ x ≤ 4. The acceleration process in this phase appears
to be nonadiabatic, and the assumption made in the SDA
theory is clearly violated. This suggests that the particle
acceleration process can be understood as a stochastic
SDA, in which the stochasticity is introduced by the Weibel
magnetic turbulence along with the preacceleration by the
SSA. (In contrast, the thermal particles were transmitted
downstream quickly because the motion was adiabatic.)
The energy histories of all tracer particles are presented

in Fig. 3(d). The energy distribution, which was initially
very cold, quickly deformed with a high-energy tail during
6.9 < T < 7.3 as a result of the SSA. In the later time
evolution, the entire distribution shifts to higher energy
until T ∼ 8.1. After that, position of the thermal peak stays
at ðγ − 1Þ ∼ 0.2. The high-energy tail beyond this peak
extends to form a power-law distribution slowly but
continuously with its cutoff energy at ðγ − 1Þ ∼ 5 at the
final tracking time of T ∼ 8.8.
Figure 4(a) shows a snapshot of the phase space density

of electrons sampled in the upstream and downstream
regions at T ¼ 7.8, which includes particles experiencing
various acceleration time histories. Very high-energy elec-
trons with γ > 5 diffused into the upstream region and
were even found in the far upstream regions (x > 10). The
diffusion was accomplished by strong magnetic fluctua-
tions as quantified by δB=B in Fig. 4(a) (red solid line); the
turbulence level around the shock front reached almost the
mean magnetic field strength (δB=B ∼ 1).
The systems lacking either the SSA or the Weibel

turbulence could not lead to production of such very
high-energy particles as complemented by 2D simulations

under the same upstream conditions. The in-plane upstream
magnetic field case, in which the Buneman mode was
weakly destabilized [31,36], resulted in a faint heating in
the turbulent area [Fig. 4(b)]. On the other hand, the
efficient SSA was realized in the out-of-plane case
[Fig. 4(c)]. The surfing-accelerated electrons, however,
cannot undergo the subsequent stochastic SDA because
of the weak turbulence level (δB=B ∼ 0.3), which is due
to limited growth of the ion-Weibel instability in the 2D
out-of-plane upstream magnetic field condition [31].
The downstream energy spectrum from the 3D case is

shown in Fig. 4(d) (magenta line), the lower-energy part
[ðγ − 1Þ < 1] of which is well represented by the tracer
particles’ distribution [Fig. 3(d)]. The difference in cutoff
energy between the tracer particles and the whole particle
distribution (representing longer time history) again
implied efficient confinement of the energetic particles
in the acceleration region, leading to the formation of a
power-law energy spectrum with the index of −3.5. This
contrasts with the downstream Maxwell distribution in the
2D in-plane case (gray solid line) and with a small amount
of nonthermal particles in the 2D out-of-plane case (black
solid line).
Simulation runs for superluminal cases [i.e.,

tan−1ðc=VupÞ < ΘBn
] also resulted in limited acceleration

efficiency as previously reported for magnetized relativistic
shocks [37]. Therefore, the present mechanism works

FIG. 4. (a) Electron phase space density in the upstream and
downstream regions at T ¼ 7.8. The color and the ordinate axis
of the lower energy part (γ − 1 < 1) are in logarithmic scales.
Normalized magnetic field fluctuation hjδBji=hjBji is also plotted
with the red solid line referring to the right ordinate axis. Here hi
denotes the average in the y-z plane and δB ¼ B − hBi. [(b) and
(c)] Results from 2D simulations for the in-plane and out-of-plane
upstream magnetic field cases, respectively. (d) Energy distribu-
tions in the downstream region (−5.0 < x < −4.5) from the 3D
(magenta line), 2D in-plane (gray line), and 2D out-of-plane
(black solid line) runs. The black dashed line indicates a power-
law distribution with the index of −3.5.
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• electron scattering under resonant 
condition requires high-frequency 
whistler waves 

!
!
!
• interaction of a cold electron plasma 

beam with whistler waves (A) 
prohibited by the momentum 
conservation law 

• interaction of truly nonrelativistic 
beam with ion cyclotron wave (B) 
need to overcome damping by 
thermal ions 

• all simulation work so far performed 
for „relativistic” beams that probe 
MHD regime

 Critical Mach number for electron injection

MHD regime 
(Alfven waves) 

„relativistic regime”



• whistler wave (A) can be destabilized 
in a presence of the loss-cone 
distribution (natural consequence of 
mirror reflection - SDA) 

!
• critical Mach number for injection: 
!
!
!
!
Amano & Hoshino 2010 

 Critical Mach number for electron injection

MHD regime 
(Alfven waves) 

„relativistic regime”

reflected particles



 Critical Mach number for electron injection

• mechanism naturally explains injection 
in SNRs 

• can be tested via in-situ observations  
(e.g., at Earth’s bow shock)

Oka et al 2006, Geotail, Earth’s bow shock Masters et al 2016, Cassini, Saturns’s bow shock



Summary and conclusions 
!

• electron injections needs to be understood in the nonrelativistic regime 
!

• at high Mach number quasi-perpendicular shocks in cold plasmas (low-beta plasmas) 
shock-surfing acceleration (SSA) seems to be a viable process for initial electron 
injection 
!

• subsequent pre-acceleration may proceed through shock-drift acceleration (SDA) and 
be followed by scattering  on upstream self-generated waves 
!

• world is 3D, but 2D experiments can still be elucidating !
• multi-dimensional and large-scale effects need also to be taken into account in kinetic 

modeling - need for exa-scale computing


